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#### Abstract

The canonical solutions of the truncated Hamburger moment problem (both in the classical and degenerate cases) are found. The Nevanlinna theorem which provides the noncanonical solutions of the truncated Hamburger problem is also rederived in the framework of the operator approach.


## 1. Introduction

Over a century ago Stieltjes published a work [13] which initiated the development of the theory of moments. Stieltjes even managed to solve the problem of finding a nondecreasing function of bounded variation, $\sigma(t), t \in$ $[0,+\infty)$ with given moments $\mu_{k}=\int_{0}^{+\infty} t^{k} d \sigma(t), k=0,1,2, \ldots$ connecting
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certain continued fractions with the Cauchy-type integral

$$
\int_{0}^{\infty} \frac{d \sigma(t)}{t+z}
$$

Though many results on the moment problem perhaps look now like "folklore", it is worth-while to reformulate or rederive some of them especially those for the truncated problems where only a finite set of moments is given [8], [9]. Such rederivation from the position of modern applications appears to be fruitful for the trigonometric problem of moments (i.e. for the Carathéodory-class functions) application to digital signal processing and for some new topics in the operator theory or the probability theory (see for example [6] and references therein). Recently Curto and Fialkow ([4]) using a fine linear algebra technique to describe a recursive model for singular positive Hankel matrices have pointed out new elements even in such a guide-book tale as necessary and sufficient conditions for existence or uniqueness of positive Borel or finitely atomic measures which solve the truncated, including degenerate problems (i.e. problems with the singular Hankel matrix of moments) of Hamburger, Hausdorff and Stieltjes.

Here, we are interested in the problem of moments for the Nevanlinnaclass functions $\mathcal{N}$ (also named the Riesz-class functions, i.e. the class of analytical functions transforming the set $G_{z}=\{z \in \mathbb{C}: \operatorname{Im}(z)>0\}$ into $G_{\omega}=\{\omega \in \mathbb{C}: \operatorname{Im}(\omega) \geq 0\}$, realized by the Riesz-Herglotz transformation), having in mind applications to the theory of orthogonal polynomials, the operator theory, $\ldots$ even in the context of strongly coupled plasmas $[1,11]$.

The canonical solutions of the Hamburger moment problem [5] (both in the classical and degenerate cases) are found. The Nevanlinna theorem which provides the noncanonical solutions of the Hamburger problem is also rederived using the operator approach elaborated and briefly outlined for the moment problem in the renowned paper by M.G. Krein [7].

## 2. Canonical solutions of the truncated Hamburger problem

The Hamburger problem of the theory of moments $[2,9,10,12]$ is formulated in the following way:

Given a set of real numbers $\left\{\mu_{0}, \mu_{1}, \mu_{2}, \ldots, \mu_{2 n}\right\}, n=0,1,2, \ldots$, to find all distributions $\sigma(t)$ such that

$$
\begin{equation*}
\int_{-\infty}^{\infty} t^{k} d \sigma(t)=\mu_{k}, \quad k=0,1,2, \ldots, 2 n . \tag{2.1}
\end{equation*}
$$

Theorem 2.1. A system of real numbers $\left\{\mu_{0}, \mu_{1}, \mu_{2}, \ldots, \mu_{2 n}\right\}, n=0,1,2$, ..., admits the representation of equation (2.1) if and only if

1. The Hankel matrix $\Lambda_{n}=\left[\mu_{k+j}\right]_{k, j=0}^{n}$ is nonnegative;
2. For each vector $\boldsymbol{\xi}=\left(\xi_{j}\right)_{j=0}^{n} \in \mathbb{C}^{n+1}$ with the component $\xi_{n}=0$, the equalities

$$
\begin{equation*}
\left(\Lambda_{n} \boldsymbol{\xi}\right)_{j}=\sum_{k=0}^{n-1} \mu_{j+k} \xi_{k}=0, \quad j=0,1, \ldots, n \tag{2.2}
\end{equation*}
$$

imply

$$
\begin{equation*}
\sum_{k=0}^{n-1} \mu_{n+1+k} \xi_{k}=0 \tag{2.3}
\end{equation*}
$$

If in addition $\Lambda_{n} \geq 0$ is a singular matrix, then there is only one distribution which satisfies (2.1), and it is supported by a set of $s \leq n$ points.

Proof. Suppose that relations (2.1) hold.
For an arbitrary set $\left\{\xi_{0}, \xi_{1}, \xi_{2}, \ldots, \xi_{n}\right\}$ of complex numbers define

$$
P(t)=\xi_{0}+\xi_{1} t+\xi_{2} t^{2}+\ldots+\xi_{n} t^{n},
$$

then it follows from (2.1) that

$$
\begin{equation*}
\left(\Lambda_{n} \boldsymbol{\xi}, \boldsymbol{\xi}\right) \equiv \sum_{k, j=0}^{n} \mu_{k+j} \xi_{k} \overline{\xi_{j}}=\int_{-\infty}^{\infty}|P(t)|^{2} d \sigma(t) \geq 0 \tag{2.4}
\end{equation*}
$$

Hence the Hankel matrix $\Lambda_{n}=\left[\mu_{k+j}\right]_{k, j=0}^{n}$ is nonnegative.
If the Hankel matrix $\Lambda_{n}$ is non-negative and

$$
\begin{equation*}
\left(\Lambda_{n} \boldsymbol{\xi}, \boldsymbol{\xi}\right)=\int_{-\infty}^{\infty}|P(t)|^{2} d \sigma(t)=0 \tag{2.5}
\end{equation*}
$$

for the non-zero vector $\boldsymbol{\xi} \in \mathbb{C}^{n+1}$ then the support of the distribution $d \sigma(t)$ belongs to the set $\left\{\alpha_{j}\right\}_{j=0}^{s}, s \leq n$ of real roots of the polynomial $P(t)$. Furthermore, it is evident that for vectors $\boldsymbol{\zeta}_{j}$ to which correspond the polynomials

$$
P_{j}(t)=\frac{\prod_{m \neq j}^{s}\left(t-\alpha_{m}\right)}{\prod_{m \neq j}^{s}\left(\alpha_{j}-\alpha_{m}\right)}
$$

we have

$$
\left(\Lambda_{n} \boldsymbol{\zeta}_{j}, \boldsymbol{\zeta}_{j}\right)=\int_{-\infty}^{\infty}\left|P_{j}(t)\right|^{2} d \sigma(t)=\sigma\left(\alpha_{j}+0\right)-\sigma\left(\alpha_{j}-0\right) .
$$

Thus, since $P(t)$, and consequently $\left\{\alpha_{j}\right\}_{j=0}^{s}$, depend only and exclusively on the given moments $\left\{\mu_{k}\right\}_{k=0}^{2 n}$, we conclude that only one distribution $d \sigma(t)$ can exist to satisfy (2.1), if $\Lambda_{n} \geq 0$ and (2.5) holds for some $\Lambda_{n} \neq 0$, and in addition this unique distribution is supported by $s \leq n$ points.

Recall that for any matrix (operator) $\Lambda_{n} \geq 0$ the equality $\left(\Lambda_{n} \boldsymbol{\xi}, \boldsymbol{\xi}\right)=0$ holds if and only if $\Lambda_{n} \boldsymbol{\xi}=0$. For a vector $\boldsymbol{\xi} \in \mathbb{C}^{n+1}$ with the coordinate $\xi_{n}=0$ the equalities (2.2) mean that $\Lambda_{n} \boldsymbol{\xi}=0$. Taking a vector $\boldsymbol{\eta} \in \mathbb{C}^{n+1}$ with $\eta_{0}=0 ; \eta_{j}=\xi_{j-1}, j=1, \ldots, n$, we see that $P(t)=t P(t)$, so that we have:

$$
\left(\Lambda_{n} \boldsymbol{\eta}, \boldsymbol{\eta}\right)=\int_{-\infty}^{\infty}|P(t)|^{2} d \sigma(t)=\int_{-\infty}^{\infty} t^{2}|P(t)|^{2} d \sigma(t)
$$

But the equality (2.5) for $\boldsymbol{\xi}$ forces

$$
\int_{-\infty}^{\infty} t^{2}|P(t)|^{2} d \sigma(t)=0
$$

Hence $\left(\Lambda_{n} \boldsymbol{\eta}, \boldsymbol{\eta}\right)=0$ and, as follows, $\Lambda_{n} \boldsymbol{\eta}=0$. In particular $\left(\Lambda_{n} \boldsymbol{\xi}\right)_{n}=0$, i.e. (2.3) holds. To prove the sufficiency:

1. Assume first that the matrix $\left[\mu_{k+j}\right]_{k, j=0}^{n}$ is positive, i.e.,

$$
\begin{equation*}
\sum_{k, j=0}^{n} \mu_{k+j} \xi_{k} \overline{\xi_{j}}>0 \tag{2.6}
\end{equation*}
$$

for any vector $\boldsymbol{\xi}$ such that $\sum_{k=0}^{n}\left|\xi_{k}\right|^{2}>0$.
Construct a $(n+1)$-dimensional Hilbert space $\mathcal{H}$ of vectors $\boldsymbol{\xi}=\left(\xi_{0}, \xi_{1}\right.$, $\left.\xi_{2}, \ldots, \xi_{n}\right)$ taking the Hermitian form

$$
\begin{equation*}
\langle\boldsymbol{\xi}, \boldsymbol{\eta}\rangle=\sum_{k, j=0}^{n} \mu_{k+j} \xi_{k} \overline{\eta_{j}} \tag{2.7}
\end{equation*}
$$

as a scalar product.
Denote by $\left\{\mathbf{h}_{0}, \mathbf{h}_{1}, \ldots, \mathbf{h}_{n}\right\}$ an orthonormal basis of the space $\mathcal{H}$ obtained from the canonical basis $\left\{\mathbf{e}_{0}, \mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right\}$ by the Gram-Schmidt procedure. Introduce a Hermitian operator $\mathrm{A}_{0}$ in $\mathcal{H}$ such that

$$
\begin{equation*}
\mathrm{A}_{0} \mathbf{e}_{k}=\mathbf{e}_{k+1}, k=0,1, \ldots, n-1 \tag{2.8}
\end{equation*}
$$

Since

$$
\begin{equation*}
\left\langle\mathbf{e}_{k+1}, \mathbf{e}_{j}\right\rangle=\mu_{k+j+1}=\left\langle\mathbf{e}_{k}, \mathbf{e}_{j+1}\right\rangle \tag{2.9}
\end{equation*}
$$

then for any two vectors $\boldsymbol{\xi}, \boldsymbol{\eta} \in \operatorname{span}\left(\mathbf{e}_{0}, \mathbf{e}_{1}, \ldots, \mathbf{e}_{n-1}\right)$

$$
\begin{equation*}
\left\langle\mathrm{A}_{0} \boldsymbol{\xi}, \boldsymbol{\eta}\right\rangle=\left\langle\boldsymbol{\xi}, \mathrm{A}_{0} \boldsymbol{\eta}\right\rangle . \tag{2.10}
\end{equation*}
$$

Consider now the vectors $\mathrm{A}_{0} \mathbf{h}_{j}$ with $0 \leq j<n$. By definition $\mathbf{h}_{j}$ is orthogonal to all vectors $\mathbf{h}_{i}$ with $i<j$, and is a linear combination of the vectors $\mathbf{e}_{l}$ with $l \leq j$. Hence, the vector $\mathrm{A}_{0} \mathbf{h}_{j}$ will be orthogonal to all vectors $\left\{\mathbf{h}_{j+2}, \ldots, \mathbf{h}_{n}\right\}$, and due to the hermiticity condition (2.10), $\mathrm{A}_{0} \mathbf{h}_{j}$ is also orthogonal to all vectors $\left\{\mathbf{h}_{0}, \ldots, \mathbf{h}_{j-2}\right\}$. Setting $\overline{b_{-1}}=0$ we see that

$$
\begin{equation*}
\mathrm{A}_{0} \mathbf{h}_{j}=b_{j} \mathbf{h}_{j+1}+a_{j} \mathbf{h}_{j}+\overline{b_{j-1}} \mathbf{h}_{j-1}, 0 \leq j \leq n-1 \tag{2.11}
\end{equation*}
$$

Observe that the coefficients $a_{j}$ in (2.11) are real.
Let us now extend $A_{0}$ to an operator $A$ on the whole Hilbert space $\mathcal{H}$ by relations:

$$
\mathrm{A} \mathbf{h}_{j}= \begin{cases}b_{j} \mathbf{h}_{j+1}+a_{j} \mathbf{h}_{j}+\overline{b_{j-1}} \mathbf{h}_{j-1} & \text { if } 0 \leq j \leq n-1  \tag{2.12}\\ a_{n} \mathbf{h}_{n}+b_{n-1} \mathbf{h}_{n-1} & \text { if } j=n\end{cases}
$$

where $a_{n}$ is an arbitrary real number.
Notice that for the orthonormal basis $\left\{\mathbf{h}_{0}, \ldots, \mathbf{h}_{n}\right\}$ the matrix of operator A is Hermitian. Therefore A is a self-adjoint operator and there exists a resolution of the identity $\mathcal{E}_{t}$ such that for any $\boldsymbol{\xi}, \boldsymbol{\eta} \in \mathcal{H}$

$$
\langle\mathrm{A} \boldsymbol{\xi}, \boldsymbol{\eta}\rangle=\int_{-\infty}^{\infty} t\left\langle d \mathcal{E}_{t} \boldsymbol{\xi}, \boldsymbol{\eta}\right\rangle
$$

Consider now the following non-decreasing function

$$
\begin{equation*}
\sigma(t)=\left\langle\mathcal{E}_{t} \mathbf{e}_{0}, \mathbf{e}_{0}\right\rangle, t \in \mathbb{R}, \tag{2.13}
\end{equation*}
$$

of pure jumps. Since by construction

$$
\mathrm{A}^{k} \mathbf{e}_{0}=\mathbf{e}_{k}, \quad k=0,1, \ldots, n
$$

and

$$
\begin{align*}
\mu_{j+k} & =\left\langle\mathbf{e}_{j}, \mathbf{e}_{k}\right\rangle=\left\langle\mathrm{A}^{j} \mathbf{e}_{0}, \mathrm{~A}^{k} \mathbf{e}_{0}\right\rangle \\
& =\left\langle\mathrm{A}^{j+k} \mathbf{e}_{0}, \mathbf{e}_{0}\right\rangle=\int_{-\infty}^{\infty} t^{j+k} d \sigma(t) . \tag{2.14}
\end{align*}
$$

for any $j, k=0,1, \ldots, n$ we see that $\mu_{j}$ are the moments of the distribution $d \sigma(t)$. All distributions $d \sigma(t)$ constructed in such a way will be called canonical.
2. Suppose now that there exist vectors $\boldsymbol{\xi}=\left(\xi_{k}\right)_{k=0}^{n} \in \mathbb{C}^{n+1}$ such that

$$
\begin{equation*}
\sum_{k=0}^{n}\left|\xi_{k}\right|^{2}>0 \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j, k=0}^{n} \mu_{k+j} \xi_{k} \overline{\xi_{j}}=0 \tag{2.16}
\end{equation*}
$$

The vectors $\boldsymbol{\xi}$ satisfying (2.16) form a linear subspace $\mathcal{L} \subset \mathbb{C}^{n+1}$. Let us consider the factor space $\mathcal{F}=\mathbb{C}^{n+1} \backslash \mathcal{L}$ as a Hilbert space, where the scalar product of the classes $\tilde{\boldsymbol{\xi}}, \tilde{\boldsymbol{\eta}}$ ( generated by the vectors $\boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbb{C}^{n+1}$ ) will be represented as $\langle\langle\tilde{\boldsymbol{\xi}}, \tilde{\boldsymbol{\eta}}\rangle\rangle$, and will be defined as the scalar product of their corresponding vectors in the degenerate Hilbert space $\mathcal{H}$, i.e., $\langle\boldsymbol{\xi}, \boldsymbol{\eta}\rangle$.

Let $\tilde{\mathbf{e}}_{0}, \tilde{\mathbf{e}}_{1}, \ldots, \tilde{\mathbf{e}}_{n} \in \mathcal{F}$ be the classes corresponding to $\mathbf{e}_{0}, \mathbf{e}_{1}, \ldots, \mathbf{e}_{n}$. Note that

$$
\begin{equation*}
\tilde{\mathbf{e}}_{n} \in \operatorname{span}\left(\tilde{\mathbf{e}}_{0}, \ldots, \tilde{\mathbf{e}}_{n-1}\right) . \tag{2.17}
\end{equation*}
$$

In fact, since $\operatorname{dim} \mathcal{F} \leq n$ there is $\boldsymbol{\xi} \in \mathbb{C}^{n+1} \backslash\{0\}$ such that $\sum_{i=0}^{n} \xi_{i} \tilde{\mathbf{e}}_{i}=0$, i.e., $\boldsymbol{\xi} \in \mathcal{L}$ and the assertion follows if $\xi_{n} \neq 0$. If $\xi_{n}=0$, then $\boldsymbol{\eta}=$ $\left(0, \xi_{0}, \ldots, \xi_{n-1}\right) \in \mathcal{L} \backslash\{0\}$ by the assumption (2) of the theorem. If $\xi_{n-1}=0$ we similarly get $\left(0,0, \xi_{0}, \ldots, \xi_{n-2}\right) \in \mathcal{L} \backslash\{0\}$ and after finitely many steps we get $\left(0, \ldots, 0, \xi_{0}, \ldots, \xi_{n-p}\right) \in \mathcal{L} \backslash\{0\}$ with $\xi_{n-p} \neq 0$ but this shows that (2.17) holds.

The relations

$$
\begin{equation*}
\mathrm{B} \tilde{\mathbf{e}}_{k}=\tilde{\mathbf{e}}_{k+1}, k=0, \ldots, n-1, \tag{2.18}
\end{equation*}
$$

define a linear operator in $\mathcal{F}$ provided that

$$
\sum_{i=0}^{n-1} \xi_{i} \tilde{\mathbf{e}}_{i}=0 \quad \text { implies } \quad \sum_{i=0}^{n-1} \xi_{i} \tilde{\mathbf{e}}_{i+1}=0
$$

But this follows from condition (2) of the theorem. By (2.17) and (2.18) B is uniquely defined also on the class $\tilde{\mathbf{e}}_{n}$. It is easy to see from (2.18) and the definition of the scalar product of $\mathcal{F}$ that B is self-adjoint. Thus there is the identity resolution $\tilde{\mathcal{E}}_{t}$ associated with B such that for each class $\tilde{\boldsymbol{\xi}} \in \mathcal{F}$ we have

$$
\text { В } \tilde{\boldsymbol{\xi}}=\int_{-\infty}^{\infty} t d \tilde{\mathcal{E}}_{t} \tilde{\boldsymbol{\xi}} .
$$

Taking now the nondecreasing function of bounded variation

$$
\begin{equation*}
\tilde{\sigma}(t)=\left\langle\left\langle\tilde{\mathcal{E}}_{t} \tilde{\mathbf{e}}_{0}, \tilde{\mathbf{e}}_{0}\right\rangle\right\rangle, \quad t \in \mathbb{R}, \tag{2.19}
\end{equation*}
$$

we conclude that

$$
\begin{align*}
\mu_{j+k} & =\left\langle\left\langle\tilde{\mathbf{e}}_{j}, \tilde{\mathbf{e}}_{k}\right\rangle\right\rangle=\left\langle\left\langle\mathrm{B}^{j} \tilde{\mathbf{e}}_{0}, \mathrm{~B}^{k} \tilde{\mathbf{e}}_{0}\right\rangle\right\rangle \\
& =\left\langle\left\langle\mathrm{B}^{j+k} \tilde{\mathbf{e}}_{0}, \tilde{\mathbf{e}}_{0}\right\rangle\right\rangle=\int_{-\infty}^{\infty} t^{j+k} d \widetilde{\sigma}(t) \tag{2.20}
\end{align*}
$$

The solution constructed in this way is the unique solution of the truncated Hamburger moment problem (2.1). It will also be called canonical like in the non-degenerate case.

## 3. Description of canonical solutions

We now apply the above operator arguments to obtain the description formula for the canonical solutions.

For an arbitrary canonical distribution $\sigma(t)$ consider the function

$$
\begin{equation*}
\Omega(z)=\int_{-\infty}^{\infty} \frac{d \sigma(t)}{t-z} \tag{3.1}
\end{equation*}
$$

also representable as:

$$
\begin{equation*}
\Omega(z)=\left\langle(\mathrm{A}-z I)^{-1} \mathbf{e}_{0}, \mathbf{e}_{0}\right\rangle \tag{3.2}
\end{equation*}
$$

$I$ being the identity operator. Let us assume first that we deal with the non-degenerate case. Taking into account that $A$ is a self-adjoint operator in an $(n+1)$-dimensional space and relation (3.2) we see that $\Omega(z)$ is a rational function of the Nevanlinna class $\mathcal{N}$ and

$$
\begin{equation*}
\lim _{z \rightarrow \infty} z^{2 n+1}\left\{\Omega(z)+\frac{\mu_{0}}{z}+\frac{\mu_{1}}{z^{2}}+\ldots+\frac{\mu_{2 n-1}}{z^{2 n}}\right\}=-\mu_{2 n} \tag{3.3}
\end{equation*}
$$

uniformly in any angle $\delta \leq \arg (z) \leq \pi-\delta, 0<\delta<\pi$. Notice that the set of these functions for all canonical distributions $d \sigma(t)$ is parametrized by the real numbers $a_{n}$ appearing in (2.12).

To obtain the corresponding description formula for all such $\Omega(z)$ let us find an appropriate explicit expression for the resolvent of operator A. To this end observe that since the vectors

$$
\mathrm{A}^{j} \mathbf{e}_{0}=\int_{-\infty}^{\infty} t^{j} d \mathcal{E}_{t} \mathbf{e}_{0}, j=0,1, \ldots, n
$$

form a basis of $\mathcal{H}$, any vector $\phi \in \mathcal{H}$ can be represented as

$$
\begin{equation*}
\phi=\int_{-\infty}^{\infty} \phi(t) d \mathcal{E}_{t} \mathbf{e}_{0} \tag{3.4}
\end{equation*}
$$

where $\phi(t)$ is a polynomial of degree not higher than $n$. Thus, as usual, $\mathcal{H}$ can be realized as a Hilbert space of functions, the elements of which are polynomials of a degree not higher than $n$, the scalar product being defined as

$$
\begin{equation*}
\langle\boldsymbol{\phi}, \gamma\rangle=\int_{-\infty}^{\infty} \phi(t) \overline{\gamma(t)} d \sigma(t) \tag{3.5}
\end{equation*}
$$

$\gamma(t)$ being also a polynomial of degree not higher than $n$. For such realizations the vectors $\left\{\mathbf{h}_{0}, \ldots, \mathbf{h}_{n}\right\}$ transform into the system of orthogonal polynomials $\left\{h_{0}, \ldots, h_{n}(t)\right\}$ with respect to the canonical distribution $d \sigma(t)$. Emphasize that these polynomials are the same for all canonical distributions.

Recall that if $\operatorname{det} \Lambda_{n}>0$ then the orthogonal polynomials $h_{j}(z), j=$ $0,1, \ldots, n$, obtained by the Gram-Schmidt procedure are

$$
h_{n}(z)=\frac{1}{\sqrt{\Delta_{n-1} \Delta_{n}}} \operatorname{det}\left(\begin{array}{cccc}
\mu_{0} & \mu_{1} & \cdots & \mu_{n} \\
\mu_{1} & \mu_{2} & \cdots & \mu_{n+1} \\
\vdots & \vdots & \vdots & \vdots \\
\mu_{n-1} & \mu_{n} & \cdots & \mu_{2 n-1} \\
1 & z & \cdots & z^{n}
\end{array}\right), n=1,2, \ldots,
$$

where

$$
\Delta_{j}=\operatorname{det}\left(\begin{array}{cccc}
\mu_{0} & \mu_{1} & \cdots & \mu_{j} \\
\mu_{1} & \mu_{2} & \cdots & \mu_{j+1} \\
\vdots & \vdots & \vdots & \vdots \\
\mu_{j} & \mu_{j+1} & \cdots & \mu_{2 j}
\end{array}\right) \quad, j=0,1,2, \ldots
$$

while $\Delta_{-1}=1$ and $h_{0}(z)=\mu_{0}^{-1 / 2}$.
Consider for $z, \operatorname{Im} z>0$, and an arbitrary $\mathbf{f} \in \mathcal{H}$ the equation

$$
\begin{equation*}
(\mathrm{A}-z I) \mathbf{g}=\mathbf{f} . \tag{3.6}
\end{equation*}
$$

Realizing $\mathbf{f}$ and $\mathbf{g}$ as polynomials $f(t), g(t)$ of degree not greater than $n$ and representing $g(t)$ as the orthogonal sum

$$
g(t)=g_{0}(t)+C h_{n}(t),
$$

where $g_{0}(t)$ is a polynomial of degree not greater than $n-1$ and $C$ is a complex number, we can with help of (2.12) write (3.6) as the equality

$$
\begin{equation*}
(t-z) g_{0}(t)+C\left[\left(a_{n}-z\right) h_{n}(t)+b_{n-1} h_{n-1}(t)\right]=f(t) . \tag{3.7}
\end{equation*}
$$

For $t=z, \operatorname{Im} z>0,(3.7)$ gives

$$
\begin{equation*}
C\left[\left(a_{n}-z\right) h_{n}(z)+b_{n-1} h_{n-1}(z)\right]=f(z) . \tag{3.8}
\end{equation*}
$$

Proposition 3.1. For any parameter $w$ with non-positive imaginary part the polynomial

$$
Q_{w}(t)=(w-t) h_{n}(t)+b_{n-1} h_{n-1}(t)
$$

has no zeros in the open upper half-plane.

Proof. Observe that the equality $Q_{w}(z)=0, \operatorname{Im} z>0$, would mean that the rational function

$$
g(t)=\frac{Q_{w}(t)}{t-z}
$$

actually is a polynomial of degree $n$. Let $\mathbf{g}$ be the corresponding vector and consider the vector $\mathbf{g}_{0}$, to which corresponds the non-zero polynomial

$$
\begin{equation*}
g_{0}(t)=\frac{Q_{w}(t)}{t-z}+h_{n}(t)=\frac{(w-z) h_{n}(t)+b_{n-1} h_{n-1}(t)}{t-z}, \tag{3.9}
\end{equation*}
$$

which is of degree not greater than $n-1$. Let the operator $\mathrm{A}_{w}$ be defined by formula (2.12) but with the parameter $w$ instead of $a_{n}$. The matrix of the operator $\mathrm{A}_{w}$ for the orthonormal basis $\left\{\mathbf{h}_{0}, \ldots, \mathbf{h}_{n}\right\}$ is either Hermitian (in the case $\operatorname{Im} w=0$ ) or it has non-positive imaginary part (in the case $\operatorname{Im} w<0)$. In both cases the operator $\mathrm{A}_{w}$ has no eigenvalues with positive imaginary parts. But from (3.9) we get immediately that the polynomial corresponding to the vector $\left(\mathrm{A}_{w}-z\right) \mathbf{g}$ equals identically to zero, i.e. that

$$
\left(\mathrm{A}_{w}-z\right) \mathbf{g}=0,
$$

a contradiction.

Returning to equalities (3.7), (3.8) with account of Proposition 3.1 for $\operatorname{Im} z>0$ we obtain

$$
\begin{equation*}
C=\frac{f(z)}{\left(a_{n}-z\right) h_{n}(z)+b_{n-1} h_{n-1}(z)} \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
g(t)=\frac{f(t)}{t-z}-\frac{f(z)}{t-z} \frac{\left(a_{n}-z\right) h_{n}(t)+b_{n-1} h_{n-1}(t)}{\left(a_{n}-z\right) h_{n}(z)+b_{n-1} h_{n-1}(z)} . \tag{3.11}
\end{equation*}
$$

In particular, for the polynomial $u(t)$ corresponding to the vector $(\mathrm{A}-z I)^{-1} \mathbf{e}_{0}, e_{0}(t) \equiv 1$, we obtain

$$
\begin{align*}
u(t) & =  \tag{3.12}\\
& -\frac{\left(a_{n}-t\right)\left(h_{n}(t)-h_{n}(z)\right)+b_{n-1}\left(h_{n-1}(t)-h_{n-1}(z)\right)-(t-z) h_{n}(t)}{(t-z)\left[\left(a_{n}-z\right) h_{n}(z)+b_{n-1} h_{n-1}(z)\right]}
\end{align*}
$$

In order to determine the function $\Omega(z)$, let us introduce in parallel with $\left\{h_{0}, \ldots, h_{n}(t)\right\}$ the system of (second kind, or associate) polynomials:

$$
\begin{equation*}
k_{j}(t)=\int_{-\infty}^{\infty}\left(h_{j}(t)-h_{j}(s)\right) \frac{d \sigma(s)}{t-s}, j=0,1, \ldots, n \tag{3.13}
\end{equation*}
$$

Making use of (3.2), (3.5) and taking into account that

$$
\int_{-\infty}^{\infty} h_{n}(t) d \sigma(t)=0
$$

we get

$$
\begin{align*}
\Omega_{a_{n}}(z) & =\int_{-\infty}^{\infty} \frac{d \sigma_{a_{n}}(t)}{t-z} \\
& =-\frac{\left(a_{n}-z\right) k_{n}(z)+b_{n-1} k_{n-1}(z)}{\left(a_{n}-z\right) h_{n}(z)+b_{n-1} h_{n-1}(z)} \tag{3.14}
\end{align*}
$$

with $a_{n}$ being an arbitrary real number.
Further, if all the moments up to the $2(n+1)$-th were known and the corresponding Hankel matrix were positive, we could rewrite the last formula for $n \rightarrow n+1$ (one should amplify the sequence of moments keeping it positive) and introduce the polynomial $h_{n+1}(t)$ in a way that the following relation would be valid:

$$
t h_{n}(t)=b_{n} h_{n+1}(t)+\hat{a}_{n} h_{n}(t)+b_{n-1} h_{n-1}(t),
$$

where

$$
\widehat{a}_{n}=\int_{-\infty}^{\infty} t\left|h_{n}(t)\right|^{2} d \sigma(t)
$$

Then, instead of (3.14), one would get

$$
\begin{equation*}
\Omega(z)=\int_{-\infty}^{\infty} \frac{d \sigma(t)}{t-z}=-\frac{k_{n+1}(z)+\nu k_{n}(z)}{h_{n+1}(z)+\nu h_{n}(z)} \tag{3.15}
\end{equation*}
$$

where

$$
\nu=\frac{\widehat{a}_{n}-a_{n}}{b_{n}}
$$

is an arbitrary real constant, and $\sigma_{\nu}(t)$ possesses not more than $n+1$ points of growth. Thus the formula (3.14) or the equivalent formula (3.15) give all canonical solutions of the truncated Hamburger moment problem in the non-degenerate case while the real parameter $a_{n}$ or the real parameter $\nu$, respectively, run through the real axis.

To obtain the formula for $\Omega(z)$ in the degenerate case without loss of generality we can assume that

$$
\begin{equation*}
\operatorname{rank} \Lambda_{n}=n \tag{3.16}
\end{equation*}
$$

Otherwise we might ignore some last moments and consider a Hankel matrix $\Lambda_{n^{\prime}}=\left(\mu_{j+k}\right)_{j, k=0}^{n^{\prime}}$ with $n^{\prime}<n$, for which

$$
\operatorname{rank} \Lambda_{n^{\prime}}=n^{\prime}
$$

By (3.16) there is only one ( up to a multiple ) non-zero vector $\boldsymbol{\xi}_{0}$ such that $\Lambda_{n} \boldsymbol{\xi}_{0}=0$ and condition 2 of Theorem 2.1 together with (3.16) provide that for this vector $\xi_{n} \neq 0$. As follows, for this vector the corresponding polynomial $d(t) \equiv P_{0}(t)$ has exactly degree $n$. In the space of polynomials $\mathfrak{P}_{n}$ of degree not more than $n$ corresponding to vectors of the space $\mathbb{C}^{n+1}$ the polynomials corresponding the one-dimensional subspace $\mathcal{L}$ form the one-dimensional space $\{\alpha d(t)\}$, where $\alpha$ runs the set of complex numbers $\mathbb{C}$. Classes of polynomials corresponding to elements $\mathbf{f}$ of the factors space $\mathcal{F}=\mathbb{C}^{n+1} \backslash \mathcal{L}$ from $\mathfrak{P}_{n}$ can be represented in the form $f(t)+\{\alpha d(t)\}$, where $f(t)$ is a polynomial of degree not more than $n-1$. Consider for $z, \operatorname{Im} z>0$, and an arbitrary $\mathbf{f} \in \mathcal{F}$ the equation

$$
\begin{equation*}
(\mathrm{B}-z) \mathbf{g}=\mathbf{f} \tag{3.17}
\end{equation*}
$$

where B is the self-adjoint operator in $\mathcal{F}$ defined by (2.18). For the polynomial $g(t)$ of degree $\leq n-1$ representing the class of polynomials corresponding to $\mathbf{g},(3.17)$ transforms into equation

$$
\begin{equation*}
(t-z) g(t)=f(t)+\alpha d(t) \tag{3.18}
\end{equation*}
$$

where $f(t)$ is the polynomial of degree $\leq n-1$ representing $\mathbf{f}$. For (3.18) would give as the solution a polynomial of degree $\leq n-1$ the coefficient $\alpha$ in the right hand side of $(3.18)$ must be equal to

$$
-\frac{f(z)}{d(z)}
$$

As in the proof of Proposition 2.2 we can verify that the suggestion that $d(z)$ has complex leads to the absurd conclusion that the self-adjoint operator B has complex eigenvalues. Therefore,

$$
g(t)=\frac{f(t) d(z)-f(z) d(t)}{(t-z) d(z)}
$$

In particular, for the case $\mathbf{f}=\tilde{\mathbf{e}}_{0}$ the corresponding representing polynomial of degree $\leq n-1$ is $e_{0}(t) \equiv 1$ we obtain that

$$
g(t)=\frac{1}{d(z)} \frac{d(z)-d(t)}{t-z}
$$

Setting

$$
e(z)=\int_{-\infty}^{\infty} \frac{d(t)-d(z)}{t-z} d \sigma(t)
$$

where $d \sigma(t)$ is the unique solution of the truncated Hamburger moment problem for the degenerate case, we conclude that $d \sigma(t)$ can be calculated immediately by poles and corresponding residues at them of the rational function

$$
\Omega(z)=\left\langle\left\langle(\mathrm{B}-z)^{-1} \tilde{\mathbf{e}}_{0}, \tilde{\mathbf{e}}_{0}\right\rangle\right\rangle=\int_{-\infty}^{\infty} \frac{d \sigma(t)}{t-z}=\frac{e(z)}{d(z)}
$$

## 4. Non-canonical solutions of Hamburger's problem: Nevanlinna's theorem

Hereafter the matrix $\Lambda_{n}$ is considered to be strictly positive. In this case formula (3.15) evidently establishes a one-to one correspondence between the set of all real numbers and the subset of all canonical solutions of the truncated Hamburger moment problem. In this section applying as above the operator approach to the moment problem we show that (3.15) is a particular case of the general Nevanlinna formula giving description of both canonical and non-canonical solutions of that problem.

To this end note that each self-adjoint extension $A$ of $A_{0}$ in the space $\mathcal{H}$ or a defined on a larger self-adjoint extension of $\mathrm{A}_{0}$ Hilbert space $\mathcal{G}$ generates by formulas (3.1), (3.2) some solution $\sigma(t)$ of the truncated Hamburger problem. On the other hand it follows from the above constructions that each solution $\sigma(t)$ of this problem generates some self-adjoint extension A of $\mathrm{A}_{0}$, which is unitary equivalent to the natural extension of the symmetric operator of multiplication by the independent variable $t$ from the subspace $\mathfrak{P}_{n}$ of polynomials of degree $\leq n$ in the standardly defined space $\mathbf{L}_{\sigma}^{2}$ to the multiplication operator on $t$ in the whole space $\mathbf{L}_{\sigma}^{2}$. To obtain the complete description of all solutions of the truncated Hamburger problem starting from (3.1), (3.2) it is natural to use the M.G. Krein formula for the generalized resolvent [7], [3].

Let $\mathrm{A}_{1}$ be some self-adjoint extension of $\mathrm{A}_{0}$ in $\mathcal{H}$ and let $\widehat{\mathrm{A}}$ be an arbitrary self-adjoint extension of $\mathrm{A}_{0}$ acting in the Hilbert space $\mathcal{G}, \mathcal{H} \subseteq \mathcal{G}$. We keep for the extension of the scalar product of the space $\mathcal{H}$ onto the space $\mathcal{G}$ the same symbol $\langle\cdot, \cdot\rangle$. Note that in our special case $\mathrm{A}_{0}$ and $\mathrm{A}_{1}$ as operators acting in a finite dimensional space are bounded and the vector $\mathbf{h}_{n} \in \mathcal{H}$ introduced above is orthogonal to the domain of the symmetric operator
$\mathrm{A}_{0}$. Then for arbitrary $\mathbf{f}, \mathbf{g} \in \mathcal{H}$ and any $z, \operatorname{Im} z>0$, the M.G. Krein formula is valid

$$
\begin{align*}
\left\langle(\widehat{\mathrm{A}}-z)^{-1} \mathbf{f}, \mathbf{g}\right\rangle & =\left\langle\left(\mathrm{A}_{1}-z\right)^{-1} \mathbf{f}, \mathbf{g}\right\rangle  \tag{4.1}\\
& -\frac{\left\langle\left(\mathrm{A}_{1}-z\right)^{-1} \mathbf{f}, \mathbf{h}_{n}\right\rangle\left\langle\left(\mathrm{A}_{1}-z\right)^{-1} \mathbf{h}_{n}, \mathbf{g}\right\rangle}{\left\langle\left(\mathrm{A}_{1}-z\right)^{-1} \mathbf{h}_{n}, \mathbf{h}_{n}\right\rangle+\tau(z)},
\end{align*}
$$

where $\tau(z)$ is some Nevanlinna function depending only on the extensions $\widehat{\mathrm{A}}, \mathrm{A}_{1}$ but not on the choice of vectors $\mathbf{f}, \mathbf{g} \in \mathcal{H}$. The M.G. Krein formula (4.1) establishes the one-to-one correspondence between the set of generalized resolvents of all self-adjoint extensions of the symmetric operator $\mathrm{A}_{0}$ and the set of all Nevanlinna functions, holomorphic in the upper half-plane.

By the connection between solutions of the truncated Hamburger moment problem and self-adjoint extensions of $\mathrm{A}_{0}$ and the M.G. Krein formula (4.1), the set of functions

$$
\Omega(z)=\int_{-\infty}^{\infty} \frac{d \sigma(t)}{t-z}
$$

where non-decreasing functions $\sigma(t)$ run through the set of all solutions of the truncated Hamburger moment problem, coinside with the set of functions

$$
\begin{align*}
\Omega(z) & =\left\langle\left(\mathrm{A}_{1}-z\right)^{-1} \mathbf{e}_{0}, \mathbf{e}_{0}\right\rangle  \tag{4.2}\\
& -\frac{\left\langle\left(\mathrm{A}_{1}-z\right)^{-1} \mathbf{e}_{0}, \mathbf{h}_{n}\right\rangle\left\langle\left(\mathrm{A}_{1}-z\right)^{-1} \mathbf{h}_{n}, \mathbf{e}_{0}\right\rangle}{\left\langle\left(\mathrm{A}_{1}-z\right)^{-1} \mathbf{h}_{n}, \mathbf{h}_{n}\right\rangle+\tau(z)},
\end{align*}
$$

where $\tau(z)$ runs through the set of all Nevanlinna functions in the upper half-plane. Rather simple calculations using explicit representations (3.11), (3.12) of $\left(\mathrm{A}_{1}-z\right)^{-1}$ in the space of polynomials $\mathfrak{P}_{\mathfrak{n}}$ yield in addition to (3.14)

$$
\begin{align*}
\left\langle\left(\mathrm{A}_{1}-z\right)^{-1} \mathbf{e}_{0}, \mathbf{h}_{n}\right\rangle & =\left[\left(a_{n 1}-z\right) h_{n}(z)+b_{n-1} h_{n-1}(z)\right]^{-1}  \tag{4.3}\\
\left\langle\left(\mathrm{~A}_{1}-z\right)^{-1} \mathbf{h}_{n}, \mathbf{h}_{n}\right\rangle & =\left[\left(a_{n 1}-z\right) h_{n}(z)+b_{n-1} h_{n-1}(z)\right]^{-1} h_{n}(z) \tag{4.4}
\end{align*}
$$

where $a_{n 1}$ is the parameter in (2.12) for the canonical extension $\mathrm{A}_{1}$. Further elementary calculations with account of the last relations results in the following formula

$$
\begin{align*}
\Omega_{w}(z) & =\int_{-\infty}^{\infty} \frac{1}{t-z} d \boldsymbol{\sigma}_{w}(t)=-\frac{(w(z)-z) k_{n}(z)+b_{n-1} k_{n-1}(z)}{(w(z)-z) h_{n}(z)+b_{n-1} h_{n-1}(z)} \\
w(z) & =a_{n 1}+\frac{1}{\tau(z)} \tag{4.5}
\end{align*}
$$

Evidently $w(z)$ (4.5) is a Nevanlinna function in the upper half-plane. By construction $-\Omega_{w}(z)$ is also such function. Taking arbitrary canonical solution $d \sigma_{\nu}(t)$ consider the difference between the corresponding function $\Omega_{\nu}(z)$ and $\Omega_{w}(z)$. Applying the Christoffel identity for the orthogonal polynomials

$$
k_{n}(z) h_{n-1}(z)-k_{n-1}(z) h_{n}(z) \equiv \frac{\Delta_{n-1}}{\sqrt{\Delta_{n} \Delta_{n-2}}}
$$

we see that

$$
\begin{align*}
& \Omega_{w}(z)-\Omega_{v}(z)  \tag{4.6}\\
& =\frac{\nu-w(z)}{\left((w(z)-z) h_{n}(z)+b_{n-1} h_{n-1}(z)\right)\left((\nu-z) h_{n}(z)+b_{n-1} h_{n-1}(z)\right)} .
\end{align*}
$$

Recall that for the canonical solutions the asymptotic relation (3.3) holds. By (4.6) the relation

$$
\left|\Omega_{w}(z)-\Omega_{v}(z)\right|=o\left(\frac{1}{|z|^{2 n+1}}\right)
$$

holds for $z \rightarrow \infty$ uniformly in any angle $\delta \leq \arg (z) \leq \pi-\delta, 0<\delta<\pi$ if and only if

$$
\begin{equation*}
\lim _{z \rightarrow \infty} \frac{w(z)}{z}=0 \tag{4.7}
\end{equation*}
$$

uniformly inside any such angle. Hence for $\Omega_{w}(z)$ the asymptotic relation holds if and only if $w(z)$ satisfies the condition (4.7). Denote by $\mathbb{N}_{0}$ the subset of Nevanlinna functions in the upper half-plane, which satisfy the condition (4.7). The obtained results can be summarized in the following theorem.

Theorem 4.1. The Nevanlinna formula

$$
\begin{align*}
\int_{-\infty}^{\infty} \frac{1}{z-t} d \boldsymbol{\sigma}_{w}(t) & =\frac{b_{n-1} k_{n-1}(z)-(z+w(z)) k_{n}(z)}{b_{n-1} h_{n-1}(z)-(z+w(z)) h_{n}(z)} \\
& =\frac{k_{n+1}(z)+\widetilde{w}(z) k_{n}(z)}{h_{n+1}(z)+\widetilde{w}(z) h_{n}(z)},  \tag{4.8}\\
\widetilde{w}(z) & =\frac{\hat{a}_{n}+w(z)}{b_{n}}, \tag{4.9}
\end{align*}
$$

establishes in the non-degenerate case the one-to-one correspondence between the set of Nevanlinna functions $w(z) \in \mathbb{N}_{0}$ and the set of all solutions of the truncated Hamburger moment problem.
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