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Combining a consequence of the Michael continuous selection theorem and iterative shem, we prove the
existence of a continuous solution of parametric nonlinear equation with constraints. An inverse-function
theorem for multivalued functions with continuous selection of inverse images is given.

1. Introduction

Let T be a topological space, X and Y two Banach spaces. Let U be an open subset of
T ×X wich countains (t0, x0), f a map from U into Y and M be a subset of X such that
x0 ∈ M. Let us consider the following parametric nonlinear equation with constraints:

{

f(t, x) = y

x(t, y) ∈ M

and more generally, given N a subset of Y wich countains y0 = f(t0, x0), we consider the
inclusion:

{

f(t, x) ∈ y + (N − y0)

x(t, y) ∈ M
(1.1)

Several papers have treated the existence of solution of (1.1) and study the lipschitz
properties of multi-valued solution maps in a neighborhood of (t0, x0) (see for example
[2], [3], [5], [6], [7], [8], [12], [15] ).

In finite dimensional spaces, one can obtain, under weaker assumptions, a lipschitz sta-
bility of the solution maps for broad classes of generalized equations (see [10] and [12]).

Antoine and Zouaki ([1] and [16]) have given the existence of a continuous selection of
(1.1) in the particular case where M − x0 and N − y0 are closed convex cones . In this
paper, we extend this result when M (resp. N) approximates continuously its Clarke
tangent cone at x0 (resp. y0) (see Definition 2.2). This property is verified at x0 for an
important class of sets. We get among others: sets x0 + K, where K is a closed cone
(not necessarily convex); graphs of strictly differentiable functions with respect to the first
component of x0; sets locally convex at x0 in finite dimension.

Note that, if we replace in Theorem 5.2 and its corollaries the hypothesis:
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M (resp. N) approximates continuously its Clarke tangent cone at x0 (resp. y0)

by the following weak hypothesis:

M (resp. N) approximates strictly its Clarke tangent cone at x0 (resp. y0),

then except the continuity of the solution, the same conclusions hold. Which gives similar
results that ([2], [3], [5], [6], [7], [8], [12], [15] ). In finite dimension, every closed set M
approximates strictly its Clarke tangent cone CM(x) for all x (see Proposition 2.5). This
allows us, in this case, to obtain the same results without any restriction on M or N.

2. Sets approximating their Clarke tangent cone

Let X be a Banach space, M a subset of X, and let x0 ∈ M . We denote BM(x0, r) the
closed ball of M of radius r > 0 and centered at x0. The closed unit ball of X is denoted
by BX .

Definition 2.1. The contingent cone TM(x0) to M at some point x0 ∈ M, is defined by:
v ∈ TM(x0) if and only if there exists a sequence (vn, tn)n∈N ∈ X×R+

∗ converging to (v, 0)
such that, for all n ∈ N, x0 + tnvn ∈ M .

Definition 2.2. The Clarke tangent cone CM(x0) to M at x0 is the set of vectors v ∈ X
such that for every sequence (xn, tn)n∈N ∈ M × R+

∗ converging to (x0, 0), there exists a
sequence (vn)n∈N of X converging to v which verifies xn + tnvn ∈ M for all n ∈ N.

Let us recall that TM(x0) is a closed cone, that CM(x0) is a closed convex cone and that:

CM(x0) + TM(x0) = TM(x0). (2.1)

Definition 2.3. We shall say that M approximates strictly its Clarke tangent cone at x0

if

∀ε > 0, ∃η > 0, ∀(x, v) ∈ BM(x0, η)× (CM(x0) ∩ (ηBX)) ,

∃y ∈ M : ‖y − (x+ v)‖ ≤ ε‖v‖

and that M approximates continuously its Clarke tangent cone at x0 if for every ε > 0,
there exist η > 0 and a continuous map g from BM(x0, η) × (CM(x0) ∩ ηBX) to M such
that:

∀ (x, v) ∈ BM(x0, η)× (CM (x0) ∩ ηBX) , ‖g(x, v)− (x+ v)‖ ≤ ε‖v‖.

An important class of sets approximating continuously their Clarke tangent cone at x0 is
given by the following propositions:

Proposition 2.4. If M = x0 + K, where K is a closed cone, then M approximates
continuously its Clarke tangent cone at x0.

Proof. Indeed, by (2.1), we have

CM(x0) + x0 + TM(x0) = x0 + TM(x0),

then
CM(x0) +M = M.
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Let g : M × CM(x0) −→ M be defined by g(x, v) = x + v. Then g is continuous, and
we have for all (x, v) ∈ M × CM(x0), g(x, v) − (x + v) = 0. Therefore M approximates
continuously its Clarke tangent cone at x0.

Proposition 2.5. Assume that X has a finite dimension. Then M approximates strictly
its Clarke tangent cone at x0.

Proof. Assume the contrary: there exist ε > 0, and a sequence (xn, vn)n∈N ofM×CM(x0)
converging to (x0, 0) such that:

(xn + vn + ε‖ vn‖BX) ∩M = ∅,

Which implies that vn 6= 0 and for any n ∈ N,
(

vn
‖ vn‖

+ εBX

)

∩ 1

‖ vn‖
(M − xn) = ∅. (2.2)

Since X is a finite dimensional space, we can suppose, without loss of generality, that
(

vn
‖vn‖

)

n∈N
converges to some v ∈ CM(x0). Set tn = ‖ vn‖ for all n. Then, by the

definition of CM(x0), there exists a sequence (wn)n∈N in X which converges to v such that
xn + tnwn ∈ M for all n. Then, for n large enough:

wn ∈
(

vn
‖ vn‖

+ εBX

)

∩ 1

‖ vn‖
(M − xn) ,

and this contradicts relation (2.2).

Corollary 2.6. Let X be a finite dimensional space. Assume that there exists r > 0
such that BM(x0, r) is convex and closed. Then M approximates continuously its Clarke
tangent cone at x0.

Proof. Let ε > 0. From Proposition 2.5, there exists η ∈]0, r[ such that:

∀ (x, v) ∈ BM(x0, η) × (CM(x0) ∩ ηBX) , ∃ y ∈ BM(x0, r) : ‖y − (x + v)‖ ≤ ε‖v‖.

Let π be the projection of X to BM(x0, η) and g be the application from BM(x0, η) ×
(CM(x0) ∩ ηBX) to M defined by g(x, v) = π(x+ v). It is clear that g is continuous and
that:

∀ (x, v) ∈ BM(x0, η)× (CM(x0) ∩ ηBX) , ‖ g(x, v)− (x+ v)‖ ≤ ε‖v‖.

Therefore M approximates continuously its Clarke tangent cone at x0 and the proof is
complete.

3. Multivalued Functions approximating their Clarke derivative

Definition 3.1. Let F be a multivalued function from X to Y , x0 ∈ DomF and y0 ∈
F (x0). We call the Clarke derivative of F at (x0, y0), denoted by CF (x0, y0), the closed
convex process whose graph is the Clarke tangent cone to the graph of F at (x0, y0).

We shall say that F approximates strictly (resp. continuously) its Clarke derivative at
(x0, y0) if the graph of F approximates strictly (resp. continuously) its Clarke tangent
cone at (x0, y0).
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An important class of multivalued functions approximating continuously their Clarke
derivative at (x0, y0) is given by the following proposition

Proposition 3.2. Let U be an open subset of X, f : U −→ Y be a strictly derivable map
at x0 ∈ U , N a subset of Y , y0 ∈ N and F : X −→ Y be the multivalued function defined
by F (x) = f(x) +N if x ∈ U , and F (x) = ∅ if x /∈ U . Then:

1) For all u ∈ X, CF (x0, f(x0) + y0)u = Df(x0)u+ CN(y0).

2) If N approximates strictly (resp. continuously) its Clarke tangent cone at y0, then F
approximates strictly (resp. continuously) its Clarke derivative at (x0, f(x0) + y0).

Proof. 1) Let v ∈ CF (x0, f(x0) + y0)u. For showing that v − Df(x0)u ∈ CN(y0), we
shall prove that for each sequence (yn, tn)n∈N of N ×R+

∗ which converges to (y0, 0), there
exists a sequence (wn)n∈N of Y converging to v−Df(x0)u such that yn+ tnwn ∈ N for all
n ∈ N. We set (xn, zn) := (x0, f(x0) + yn). Then (xn, zn)n∈N is a sequence of Graph(F )
which converges to (x0, f(x0) + y0). Therefore, there exists a sequence (un, vn)n∈N of
X × Y which converges to (u, v) such that, for all n ∈ N,

(x0, f(x0) + yn) + tn(un, vn) ∈ Graph(F ).

This implies that for all n ∈ N,

f(x0) + yn + tnvn − f(x0 + tnun) ∈ N.

That is:

∀n ∈ N, yn + tn

(

vn −
f(x0 + tnun)− f(x0)

tn

)

∈ N.

By setting wn := vn − f(x0+ tnun)−f(x0)
tn

, we see that yn + tnwn ∈ N and that (wn)n∈N
converges to v −Df(x0)u.

Conversely, suppose that v−Df(x0)u ∈ CN(y0). Let (xn, zn)n∈N be a sequence of Graph(F )
converging to (x0, f(x0) + y0) and (tn)n∈N be a sequence of R+

∗ conveging to 0. We show
that there exists a sequence (un, vn) of X × Y which converges to (u, v) such that:

∀n ∈ N, (xn, zn) + tn(un, vn) ∈ Graph(F ).

It is clear that the sequence yn := zn − f(xn) of N converges to y0. Then there exists a
sequence (wn)n∈N of Y which converges to v −Df(x0)u such that

∀n ∈ N yn + tnwn ∈ N . (3.1)

Let us set vn := wn+
f(xn+ tnu)−f(xn)

tn
. Since f is strictly differentiable at x0,

f(xn+ tnu)−f(xn)
tn

converges to Df(x0)u. Therefore (vn)n∈N converges to v. On the other hand, we are for
all n ∈ N,

zn + tnvn = zn + tnwn + f(xn + tnu)− f(xn)

= zn − f(xn) + tnwn + f(xn + tnu)

= f(xn + tnu) + yn + tnwn

∈ f(xn + tnu) +N (from (3.1)).



E. H. Chabi, H. Zouaki / Existence of a continuous solution 417

So (xn, zn) + tn(u, vn) ∈ Graph(F ), and hence (u, v) ∈ CGraph(F ) (x0, f(x0) + y0).

2) We give the proof in the case where N approximates strictly its Clarke tangent cone
at y0. The proof in the case where N approximates continuously its Clarke tangent cone
at y0 is analogous.

Let ε > 0. We show that there exists η > 0 such that: for all (x, z) ∈ Graph(F ), and
(u, v) ∈ CGraph(F )(x0, f(x0)+y0) satisfying ‖x−x0‖+‖z−(f(x0)+y0)‖ ≤ η and ‖u‖+‖v‖ ≤
η, there exists (x′, z′) ∈ Graph(F ) such that ‖x′ − x− u‖+ ‖z′ − z − v‖ ≤ ε(‖u‖+ ‖v‖.
Since N approximates strictly its Clarke tangent cone at y0, there exists η1 > 0 such that:

∀y ∈ BN(y0, η1), ∀w ∈ CN(y0) ∩ η1BY ,

∃y′ ∈ N : ‖y′ − y − w‖ ≤ ε

1 + ‖Df(x0)‖
‖w‖. (3.2)

The strict differentiability of f at x0, implies the existence of η2 > 0 such that:

∀x ∈ BU(x0, η2), ‖f(x)− f(x0)‖ ≤ η1
2

and

∀(x1, x2) ∈ (BU(x0, η2))
2 ,

‖ f(x1)− f(x2)−Df(x0)(x1 − x2)‖ ≤ ε

1 + ‖Df(x0)‖
‖x1 − x2‖. (3.3)

Since U is open, we can suppose furthermore that B(x0, ηi) ⊂ U for i = 1, 2. We set
η := 1

2(1+‖Df(x0)‖) inf(η1, η2). Let (x, z) ∈ Graph(F ) and (u, v) ∈ CGraph(F )(x0, f(x0) + y0)

such that ‖x− x0‖+ ‖z − (f(x0) + y0) ‖ ≤ η and ‖u‖+ ‖v‖ ≤ η.

Let us set w := v − Df(x0)u and y = z − f(x). Then y ∈ N , w ∈ CN(y0), ‖y − y0‖ ≤
‖z − (f(x0) + y0)‖ + ‖f(x) − f(x0)‖ ≤ η + η1

2
≤ η1 and ‖w‖ ≤ ‖v‖ + ‖Df(x0)‖‖u‖ ≤

(1 + ‖Df(x0)‖)(‖u‖+ ‖v‖) ≤ η1. Therefore by (3.2),

∃y′ ∈ N : ‖y′ − y − w‖ ≤ ε

1 + ‖Df(x0)‖
‖w‖. (3.4)

We set x′ := x+ u and z′ = f(x+ u) + y′, then (x′, z′) ∈ Graph(F ) and

‖x′ − (x+ u)‖+ ‖z′ − (z + v)‖ = ‖f(x+ u) + y′ − (z + v)‖
= ‖f(x+ u) + y′ − y − f(x)− v‖ (since z = y + f(x))

≤ ‖f(x+ u)− f(x)−Df(x0)u‖+ ‖y′ − y − w‖ (w = v −Df(x0)u)

≤ ε

1 + ‖Df(x0)‖
‖u‖+ ε

1 + ‖Df(x0)‖
‖w‖ (from (3.3) and (3.4))

≤ ε

1 + ‖Df(x0)‖
‖u‖+ ε

1 + ‖Df(x0)‖
‖v‖+ ε

1 + ‖Df(x0)‖
‖Df(x0)‖ ‖u‖

≤ ε (‖u‖+ ‖v‖) .



418 E. H. Chabi, H. Zouaki / Existence of a continuous solution

4. A continuous selection lemma

Definition 4.1 (Closed Convex Process). Let X and Y be two normed linear spaces.
A multivalued function from X to Y is called a convex process if its graph is a convex
cone containing the origin. It is said be a closed convex process if its graph is also closed.

Lemma 4.2. Let X and Y be two Banach spaces and P be a closed convex process from
X onto Y . Then there exists a continuous positively homogeneous map u from Y to domP
such that:

(1) ∀y ∈ Y, y ∈ P (u(y)) ;

(2) ∃A > 0 : ∀y ∈ Y, ‖u(y)‖ ≤ A‖y‖.

For showing this lemma, we need to recall some results.

Let X and Y be two topological spaces. A multivalued function F from X to Y is called
lower semi-continuous (l.s c) at x0 ∈ Dom(F ) if and only if for any open subset V ⊂ Y
such that V ∩F (x0) 6= ∅, there exists a neighborhood U of x0 such that V ∩F (x) 6= ∅ for
all x ∈ U.

It is said be l.s.c. if it is l.s.c. at every point x ∈ DomF . This is equivalent to say that
F−1 is an open map.

A continuous selection for F is a continuous function f : X −→ Y such that for all
x ∈ X, f(x) ∈ F (x). The following theorem gives a sufficient condition for the existence
of a continuous selection for F .

Theorem 4.3 (Michael [11]). We suppose that X is paracompact, Y is a Banach space
and F is l.s.c. whith non-empty closed convex values. Then F admits a continuous
selection.

Noting that every metrizable space is paracompact, we can therefore replace in the above
theorem X paracompact by X metrizable.

Definition 4.4. Let X and Y be two normed linear spaces and let P be a convex process
from X to Y . Let us set for all x ∈ DomP , r(x) := Inf{‖y‖ : y ∈ P (x)}. We define the
norm of P by:

‖P‖ = Sup{r(x) : ‖x‖ ≤ 1 and x ∈ DomP}

The following theorem gives a necessary and sufficient condition so that P has a finite
norm.

Theorem 4.5 (Robinson [14]). Let X and Y be two normed linear spaces and let P be
a convex process from X to Y . Then the following properties are equivalent:

(i) P has a finite norm.

(ii) P is l.s.c. at 0 as a mapping from DomP to Y .

Theorem 4.6 (Robinson [14]). Let X and Y be two Banach spaces and let P be a
closed convex process from X onto Y . Then P−1 is l.s.c.

Proof of Lemma 4.2. By Theorem 4.6, P−1 is l.s.c. and by Theorem 4.5, ‖P−1‖ has a
finite norm.
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Let SY = {y ∈ Y/‖y‖ = 1}. Let us set G(y) = P−1(y) ∩ {x ∈ X/‖x‖ < ‖P−1‖ + 1}
and F (y) = clG(y). Then the multivalued map y 7−→ F (y) from SY to X verifies the
assumptions of Theorem 4.3. Therefore, there exists a continuous map v from SY to X
such that, v(y) ∈ F (y) for all y ∈ SY . Consider the map u : Y −→ X defined by:

u(y) =

{

‖y‖v
(

y
‖y‖

)

if y 6= 0

0 if y = 0.

Then u satisfies all conditions. Which completes the proof.

5. A submersion theorem

Definition 5.1. Let T be a topological space, X and Y two Banach spaces, U an open
subset of T × X, f a map from U to Y and (t0, x0) ∈ U . We say that f is strictly
partially differentiable (s.p.d) with respect to the second variable at (t0, x0) ∈ U if the
partial differential D2f(t0, x0) exists and if for all ε > 0 there exist a neighborhood V of
t0, and η > 0 such that:

∀t ∈ V, ∀(x, x′) ∈ (BX(x0, η))
2 ,

‖ f(t, x)− f(t, x′)−D2f(t0, x0)(x− x′)‖ ≤ ε‖ x− x′‖.

Theorem 5.2. Let T be a topological space, X and Y two Banach spaces, U be an open
subset of T ×X, f : U −→ Y a continuous map and (t0, x0) ∈ U . Let M (resp.N) be a
closed subset of X (resp. of Y ) which contains x0 (resp. y0 = f(t0, x0)). Assume that:

(1) f is s.p.d. with respect to the second variable at (t0, x0),

(2) M (resp. N) approximates continuously its Clarke tangent cone at x0 (resp. y0),

(3) D2f(t0, x0)CM(x0)− CN(y0) = Y .

Then there exist a neighborhood Ω of (t0, x0, y0) in T ×M ×N and a continuous map ϕ
from Ω to X such that:

(i) ∀(t, x, y) ∈ Ω, ϕ(t, x, y) ∈ M and f (t, ϕ(t, x, y)) ∈ N ;

(ii) ∃c > 0, ∀(t, x, y) ∈ Ω, ‖ϕ(t, x, y)− x‖ ≤ c‖f(t, x)− y‖,

By applying the above Theorem to the application ((t, y), x) ; f(t, x)−y+y0, we obtain:

Corollary 5.3. Under the assumptions of Theorem 5.2, there exist a neighborhood Ω of
((t0, y0), (x0, y0)) in (T × Y )× (M ×N) and a continuous map φ from Ω to X such that:

(i) ∀(t, y1, x, y2) ∈ Ω, φ(t, y1, x, y2) ∈ M and f (t, φ(t, y1, x, y2)) ∈ y1 + (N − y0);

(ii) ∃c > 0, ∀(t, y1, x, y2) ∈ Ω, ‖φ(t, y1, x, y2)− x‖ ≤ c‖f(t, x) + y0 − y1 − y2‖.

By setting ϕ(t, y) = φ(t, y, x0, y0), we obtain:

Corollary 5.4. Under the assumptions of the above theorem, there exist a neighborhood
Ω of (t0, y0) and a continuous map ϕ from Ω to X such that:

(i) ∀(t, y) ∈ Ω, ϕ(t, y) ∈ M and f (t, ϕ(t, y)) ∈ y + (N − y0);

(ii) ∃c > 0, ∀(t, y) ∈ Ω, ‖ϕ(t, y)− x0‖ ≤ c‖y − f(t, x0)‖.
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Taking N = {y0}, this corollary gives the following result which is useful for the resolution
of nonlinear parametric equations with constraints.

Corollary 5.5. Take the same notations as in the above theorem and suppose that:

(1) f is s.p.d. with respect to the second variable at (t0, x0)

(2) M approximates continuously its Clarke tangent cone at x0 (resp. y0),

(3) D2f(t0, x0)CM(x0) = Y .

Then there exist a neighborhood Ω of (t0, y0) and a continuous map ϕ from Ω to X such
that:

(i) ∀(t, y) ∈ Ω, ϕ(t, y) ∈ M and f (t, ϕ(t, y)) = y;

(ii) ∃c > 0, ∀(t, y) ∈ Ω ‖ϕ(t, y)− x0‖ ≤ c‖y − f(t, x0)‖.

In the particular case where T = {0}, the Corollary 5.3 yields the following result.

Corollary 5.6. Let X and Y be two Banach spaces, U an open subset of X, f : U −→ Y
a continuous map and x0 ∈ U . Let M (resp. N) a closed subset of X (resp. of Y ) which
contains x0 (resp. y0 = f(x0)). Assume that:

(1) f is s.p.d. at x0,

(2) M (resp. N) approximates continuously its Clarke tangent cone at x0 (resp. y0),

(3) Df(x0)CM(x0)− CN(y0) = Y .

Then there exist a neighborhood Ω of (x0, y0) in M × Y and a continuous map from Ω to
X such that:

(i) ∀(x, y) ∈ Ω, g(x, y) ∈ M and f(g(x, y)) ∈ y + (N − y0);

(ii) ∃c > 0, ∀(x, y) ∈ Ω, ‖g(x, y)− x‖ ≤ c‖y − f(x)‖

As a consequence of this corollary, we have the following inverse function theorem for
multivalued map with a continuous selection of inverse images.

Corollary 5.7. Let X and Y be two Banach spaces, F be a closed multivalued function
from X to Y and (x0, y0) ∈ graph(F ). Assume that:

(1) F approximates continuously its Clarke derivative at (x0, y0),

(2) the Clarke derivative of F at (x0, y0) is surjective.

Then there exist a neighborhood Ω of (x0, y0, y0) in Graph(F )× Y and a continuous map
g from Ω to X such that:

(i) ∀(x, y1, y2) ∈ Ω, y2 ∈ F (g(x, y1, y2));

(ii) ∃c > 0, ∀(x, y1, y2) ∈ Ω, ‖g(x, y1, y2)− x‖ ≤ c‖y2 − y1‖.

Proof of Theorem 5.2

(A) Proof of Theorem 5.2 in the particular case where N = {y0}.
We have D2f(t0, x0)CM(x0) = Y . Therefore, by Lemma 4.2, there exists a continuous
positively homogeneous map u from Y to CM(x0) such that:

{

∀y ∈ Y, y = D2f(t0, x0)u(y)

∃A > 0, ∀y ∈ Y, ‖u(y)‖ ≤ A‖y‖.
(5.1)
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Let us set k := 1+‖D2f(t0, x0)‖, ε := min
(

A
2
, 1
4(1+k)

)

, and q := ε(1+k). Since U is open,

f is s.p.d with respect to the second variable at (t0, x0) and M approximates continuously
its Clarke tangent cone at x0, there exist a neighborhood W of t0, η > 0 and a continuous
map g from BM(x0, η)× (CM(x0) ∩ (ηBX)) to M such that:























(i) W ×BX(x0, η) ⊂ U ;

(ii)
∀t ∈ W, ∀(x, x′) ∈ [BX(x0, η)]

2 ,

‖f(t, x)− f(t, x′)−D2f(t0, x0)(x− x′)‖ ≤ ε

A
‖x− x′‖;

(iii) ∀(x, v) ∈ BM(x0, η)× (CM(x0) ∩ (ηBX)) , ‖g(x, v)− (x+ v)‖ ≤ ε
A
‖v‖.

(5.2)

Which implies that:

∀t ∈ W, ∀(x, x′) ∈ [BX(x0, η)]
2 , ‖f(t, x)− f(t, x′)‖ ≤ k‖x− x′‖. (5.3)

The continuity of f implies the existence of a neighborhood V of t0 contained in W, and
of r ∈

]

0, η
4

[

such that:

∀(t, x) ∈ V ×B(x0, r), ‖f(t, x)− f(t0, x0)‖ ≤ η

8A
. (5.4)

Consider the sequence (ϕn)n∈N defined from V ×BM(x0, r) to M , by:

∀n ∈ N, ∀(t, x) ∈ V ×BM(x0, r)
{

ϕ0(t, x) = x

ϕn+1(t, x) = g [ϕn(t, x), u (f(t0, x0)− f (t, ϕn(t, x)))]
(5.5)

(1) Let us prove that ϕn is well defined, takes their values in BM(x0,
η
2
), and that

∀(t, x) ∈ V ×BM(x0, r), ‖f (t, ϕn(t, x))− f(t0, x0)‖ ≤ qn‖f(t, x)− f(t0, x0)‖. (5.6)

The result holds for n = 0. Suppose that it is verified for k ≤ n, and let us prove that it
is still true for n+ 1.

(a) For all (t, x) ∈ V ×BM(x0, r), we have ϕn(t, x) ∈ BM(x0, η) and

‖u (f(t0, x0)− f (t, ϕn(t, x))) ‖ ≤ A ‖f(t0, x0)− f (t, ϕn(t, x)) ‖
≤ Aqn‖f(t, x)− f(t0, x0)‖ (from (5.6))

≤ Aqn
η

8A
(from (5.4))

≤ η.

Therefore

(ϕn(t, x) , u (f(t0, x0)− f (t, ϕn(t, x)))) ∈ BM(x0, η)× (CM(x0) ∩ (ηBX))

which proves that ϕn+1 is well defined.
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(b) Let (t, x) ∈ V ×BM(x0, r). Set for all k ≤ n,

ϕk+1(t, x) = ϕk(t, x) + u (f(t0, x0)− f (t, ϕk(t, x))) . (5.7)

Using (5.2)(iii) and (5.1), we get

‖ϕk+1(t, x)− ϕk+1(t, x)‖ ≤ ε‖f(t0, x0)− f (t, ϕk(t, x)) ‖, (5.8)

and using (5.7) and (5.1), we obtain

‖ϕk+1(t, x)− ϕk(t, x)‖ ≤ A‖f(t0, x0)− f (t, ϕk(t, x)) ‖. (5.9)

Therefore

‖ϕk+1(t, x)− ϕk(t, x)‖ ≤ (A+ ε)‖f (t, ϕk(t, x))− f(t0, x0)‖

≤ (A+ ε)qk‖f (t, x)− f(t0, x0)‖ (from (5.6)).

Then,

‖ϕk+1(t, x)− ϕk(t, x)‖ ≤ 3

2
Aqk‖f (t, x)− f(t0, x0)‖. (5.10)

Thus, we can write:

‖ϕn+1(t, x)− ϕ0(t, x)‖ ≤ ‖ϕn+1(t, x)− ϕn(t, x)‖+ ...+ ‖ϕ1(t, x)− ϕ0(t, x)‖

≤ 3

2
A(qn + ...+ 1)‖f (t, x)− f(t0, x0)‖

≤ 3

2
A(

1

4n
+ ...+ 1)‖f (t, x)− f(t0, x0)‖ (here q ∈ ]0, 14 [).

Which yields

∀(t, x) ∈ V ×BM(x0, r), ‖ϕn+1(t, x)− x‖ ≤ 2A‖f (t, x)− f(t0, x0)‖. (5.11)

Thanks to (5.4), we deduce that ‖ϕn+1(t, x) − x‖ ≤ η
4
, and since ‖x − x0‖ ≤ r ≤ η

4
, we

have ‖ϕn+1(t, x)− x0‖ ≤ η
2
. Hence ϕn+1 takes their values in BM(x0,

η
2
).

(c) We prove that, for all (t, x) ∈ V ×BM(x0, r),

‖f (t, ϕn+1(t, x))− f(t0, x0)‖ ≤ qn+1‖f(t, x)− f(t0, x0)‖.

We have

‖ϕn+1(t, x)− x0‖ ≤ ‖ϕn+1(t, x)− ϕn(t, x)‖+ ‖ϕn(t, x)− x0‖

≤ A‖f(t0, x0)− f (t, ϕn(t, x)) ‖+
η

2

≤ Aqn‖f(t, x)− f(t0, x0)‖+
η

2
(from (5.6))

≤ Aqn
η

8A
+

η

2
(from (5.4))

≤ η. (0 < q <
1

4
)
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Then, ϕn+1(t, x) ∈ BX(x0, η). On the other hand, we get

u ( f(t0, x0)− f (t, ϕn(t, x))) = ϕn+1(t, x)− ϕn(t, x),

using (5.1), we obtain

f(t0, x0) = f (t, ϕn(t, x)) +D2f(t0, x0)
(

ϕn+1(t, x)− ϕn(t, x)
)

.

Now, from (5.2)(ii) and (5.9) we have

‖f
(

t, ϕn+1(t, x)
)

− f(t0, x0)‖ ≤ ε

A
‖ϕn+1(t, x)− ϕn(t, x)‖

≤ ε ‖f (t, ϕn(t, x))− f(t0, x0)‖.

Consequently,

‖f (t, ϕn+1(t, x))− f(t0, x0)‖ ≤ ‖f (t, ϕn+1(t, x))− f
(

t, ϕn+1(t, x)
)

‖

+ ‖ f
(

t, ϕn+1(t, x)
)

− f(t0, x0)‖

≤ ‖f (t, ϕn+1(t, x))− f
(

t, ϕn+1(t, x)
)

‖
+ ε‖f (t, ϕn(t, x))− f(t0, x0)‖.

From (5.3) and (5.8) we have

‖f (t, ϕn+1(t, x))− f
(

t, ϕn+1(t, x)
)

‖ ≤ k‖ϕn+1(t, x)− ϕn+1(t, x)

≤ kε‖f(t, ϕn(t, x))− f(t0, x0)‖,

then

‖f (t, ϕn+1(t, x))− f(t0, x0)‖ ≤ ε(1 + k)‖ f (t, ϕn(t, x))− f(t0, x0)‖
≤ qn+1‖ f(t, x)− f(t0, x0)‖.

(2) From (5.10) and (5.4) we have

‖ϕn+1(t, x)− ϕn(t, x)‖ ≤ 3

16
ηqn.

Then (ϕn)n∈N converges uniformly to a continuous function ϕ taking their values in
BM(x0, η). Moreover from (5.6) we have:

∀(t, x) ∈ V ×BM(x0, r), f (t, ϕ(t, x)) = f(t0, x0),

and from (5.11) we have:

∀(t, x) ∈ V ×BM(x0, r), ‖ϕ(t, x)− x‖ ≤ 2A‖f(t, x)− f(t0, x0)‖

Thus ϕ satisfies all the conditions and this completes the proof.
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(B) Proof of Theorem 5.2 in the general case. The map

f : T × (X × Y ) −→ Y
(t, (x, y)) ; f(t, x)− y

is defined and continuous in a neighborhood of (t0, (x0, y0)) and s.p.d with respect to
the second variable (x, y) at (t0, (x0, y0)). On the other hand, M × N approximates
continuously its Clarke tangent cone CM×N(x0, y0) = CM(x0) × CN(y0) at (x0, y0) and
D2f (t0, (x0, y0)) (CM(x0)× CN(y0)) = Y, then there exist a neigborhood Ω of (t0, (x0, y0))
in T × (M ×N) and a continuous map (ϕ, ψ) from Ω to (X × Y ) such that:

• ∀(t, x, y) ∈ Ω, (ϕ(t, x, y), ψ(t, x, y)) ∈ M ×N and f (t, ϕ(t, x, y), ψ(t, x, y)) = 0

• ∃c > 0, ∀(t, x, y) ∈ Ω, ‖ϕ(t, x, y) − x‖ ≤ c‖f (t, x, y)‖ and ‖ψ(t, x, y) − y‖ ≤
c‖f (t, x, y)‖.

Which implies that:

• ∀(t, x, y) ∈ Ω, ϕ(t, x, y) ∈ M and f (t, ϕ(t, x, y)) ∈ N

• ∃c > 0,∀(t, x, y) ∈ Ω, ‖ϕ(t, x, y)− x‖ ≤ c‖f(t, x)− y‖

Proof of Corollary 5.7. Let M = Graph(F ) and let π be the map (x, y) ; y from X×
Y to Y . We have π (CM(x0, y0)) = Y, then by Corollary 5.6, there exists a neighborhood
Ω of ((x0, y0), y0) in M × Y and a continuous map (g1, g2) from Ω to X × Y such that:

• ∀(x, y1, y2) ∈ Ω, (g1(x, y1, y2), g2(x, y1, y2)) ∈ M and π (g1(x, y1, y2), g2(x, y1, y2)) =
y2,

• ∃c > 0,∀(x, y1, y2) ∈ Ω, ‖g1(x, y1, y2) − x‖ ≤ c‖y1 − y2‖ and ‖g2(x, y1, y2) − y1‖ ≤
c‖y1 − y2‖.

By setting g(x, y1, y2) = g1(x, y1, y2) we deduce that:

• ∀(x, y1, y2) ∈ Ω, y2 ∈ F (g(x, y1, y2))

• ∃c > 0,∀(x, y1, y2) ∈ Ω, ‖g(x, y1, y2)− x‖ ≤ c‖y1 − y2‖.

Remark 5.8. If we replace in the Theorem 5.2 and its corollaries the hypothesis:

M (resp. N) approximates continuously its Clarke tangent cone at x0 (resp. y0)

by the following weak hypothesis:

M (resp. N) approximates strictly its Clarke tangent cone at x0 (resp. y0),

then except the continuity of the solution, the same conclusions hold. In particular, we
have the following result.

Theorem 5.9. Let X and Y be two Banach spaces, F a closed multivalued function from
X to Y and (x0, y0) ∈ graph(F ). Assume that:

(1) F approximates strictly its Clarke derivative at (x0, y0),

(2) the Clarke derivative of F at (x0, y0) is surjective.

Then there exist a neighborhood Ω of (x0, y0, y0) in Graph(F ) × Y and a map g from Ω
to X such that:
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(i) ∀x, y1, y2) ∈ Ω, y2 ∈ F (g(x, y1, y2));

(ii) ∃c > 0, ∀(x, y1, y2) ∈ Ω, ‖g(x, y1, y2)− x‖ ≤ c‖y2 − y1‖.

We deduce the following corollary:

Corollary 5.10. Under the assumptions of above theorem, y0 belongs to the interior of
the image of F and F−1 is pseudo-lipschitzian around (y0, x0) (i.e there exist neighborhoods
U of x0, V of y0 and a constant c > 0 such that: ∀y1, y2 ∈ V, F−1(y1) ∩ V ⊂ F−1(y1) +
c‖y2 − y1‖BX ).

Indeed: there exist a neighborhood Ω of (x0, y0, y0) in (GraphF )× Y and a map g from
Ω to X such that

• ∀(x, y1, y2) ∈ Ω, y2 ∈ F (g(x, y1, y2))

• ∃c > 0,∀(x, y1, y2) ∈ Ω, ‖g(x, y1, y2)− x‖ ≤ c‖y1 − y2‖.
Let r > 0 be such that

(

BX(x0, r)× [BY (y0, r)]
2) ∩ ((GraphF )× Y ) ⊂ Ω. We have for

all y in BY (y0, r), y ∈ F (g(x0, y0, y)) . Therefore BY (y0, r) is contained in ImF and
for all (y1, y2) ∈ [BY (y0, r)]

2and x1 ∈ F−1(y1) ∩ BX(x0, r), g(x1, y1, y2) ∈ F−1(y2) and
‖g(x1, y1, y2)− x1‖ ≤ c‖y2 − y1‖. Then F−1(y1) ∩BX(x0, r) ⊂ F−1(y2) + c‖y2 − y1‖BX .
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[5] R. Cominetti: Metric regularity, tangent sets, and second order optimality conditions, Ap-
plied Mathematics and Optimizations 21 (1990) 265–287.

[6] A. D. Ioffe: On the local surjection property, Nonlinear Anal. Theory Methods Appl. 11
(1987) 565–592.

[7] A. Jourani: Metric regularity and second-order necessary optimality conditions for mini-
mization problems under inclusion constraints, Journal of Optimization Theory and Appli-
cations 81(1) (1994) 97–120.

[8] A. Jourani: Qualification conditions for multivalued functions in Banach spaces with appli-
cations to nonsmooth vector optimization problems, Mathematical Programming 66 (1994)
1–23.

[9] A. Jourani, L. Thibaut: Approximations and metric regularity in mathematical program-
ming in Banach space, Mathematics of Operation Research 18 (1993) 390–401.

[10] A. Jourani: Hoffman’s error bound, local controllability and sensitivity analysis, SIAM J.
Control Optim. 38 (2000) 947–970.

[11] E. Michael: Continuous selections, I. Ann. of Math. 63 (1956) 361–382.

[12] B. S. Mordukhovich: Stability theory for parametric generalized equations and variational
inequalities via nonsmooth analysis, Trans. Amer. Math. Soc. 343 (1994) 609-657.



426 E. H. Chabi, H. Zouaki / Existence of a continuous solution

[13] J. P. Penot: Inverse functions theorems for mappings and multimappings, Southeast Asian
Bull. Math. 19(2) (1995) 1–16.

[14] S. M. Robinson: Normed convex processes, Trans. Amer. Math. Soc. 174 (1972) 127–140.

[15] R. T. Rocafellar: Lipschitzian properties of multifunctions, Nonlinear Anal. Theory Meth-
ods Appl. 9(8) (1985) 867–885.
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