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Departamento de Matemática Aplicada y Estad́ıstica, Universidad
Politécnica de Cartagena, Paseo de Alfonso XIII, s/n, 30203 Cartagena, Spain

alberto.murillo@upct.es

Dedicated to Jean-Pierre Aubin on the occasion of his 65th birthday.

Received: December 1, 2004
Revised manuscript received: May 31, 2005

In this paper the space of directional-morphological transitions is analyzed and a tangential regularity
result is established for the subset V. This subset arises in a natural way when one considers via-
bility problems where both, trajectories and constraints, are evolving in time governed by differential
and morphological equations, respectively. Furthermore a control problem associated with this kind of
evolutionary-morphological systems is studied.
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1. Introduction

Mutational Analysis is an extension of the usual differential calculus to metric spaces,
which works in spaces without linear (vectorial) structure. It was introduced by J.-P.
Aubin in the nineties (see [2] and the references therein), mainly with the aim to describe
the evolution of moving sets by means of a suitable notion of “velocity" (properly, “set
of velocities") of a time-evolving set. Motivations to develop this research program come
from dynamical models in economy, image processing, shape optimization, visual control
or propagation of fronts, among others (see, for instance, [2], [9], [10], [13] and also [7],
where a similar theory, without locally compactness assumptions, is developed). The basic
idea is to endow the metric space with a family of generalized directions (that are called
transitions in this framework) which allows to define the mutation of a map. This concept
is the key to introduce a kind of differential equations, called mutational equations, to
describe evolution phenomena in metric spaces. When we consider additional constraints
on such evolutions (mutational viability), the notion of tangent set arises in a natural way
in this framework.
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This paper is devoted to prove a regularity result in the mutational space (X×K(X), X×
LIP(X,X)), where X is a finite dimensional vector space, K(X) is the space of its
nonempty compact subsets and LIP(X,X) denotes the family of all the bounded Lip-
schitz set-valued maps with convex compact values. Indeed, we will show that

∀ (x,K) ∈ V, Liminf
V3(z,M)→(x,K)

TV(z,M) = CV(x,K),

where V := {(x,K) ∈ X ×K(X) : x ∈ K}, TV(x,K) denotes the contingent (or Bouli-
gand-Severi) transition set and CV(x,K) is the circatangent (or Clarke) transition set.
Furthermore, this result provides a sufficient condition of regularity (or sleekness) for V ,
which is the key to obtain the existence of viable solution to the control system

x′(t) = f(t, x(t), K(t), u(t))
◦
K(t) 3 Φ(t, x(t), K(t), u(t))
u(t) ∈ U(x(t), K(t))











under the state (viability) constraint x(t) ∈ K(t).

The paper is organized as follows. In Section 2 we recall and discuss basical topics on
Mutational Analysis and introduce two technical lemmas that we use in the next section
to give a proof of Theorem 3.1, linking the lower limit of tangent transition sets and the
Clarke tansition set in general mutational spaces. Section 4 is devoted to state several
results describing tangent sets to V and also to prove the announced tangential regularity
result, Theorem 4.6. Finally, in the last section we investigate the existence of solutions
to a control problem with viability constraints on the state, whose dynamics is described
by a joint evolutionary-morphological system.

2. Mutational Analysis

In this section we will recall some basic topics on Mutational Analysis. We refer to [2] for
details.

2.1. Transitions on metric spaces

Let (E, d) be a metric space. A continuous map ϑ : [0, 1] × E −→ E is said to be a
transition if it satisfies

(H-1) ϑ(0, x) = x, ∀ x ∈ E

(H-2) ∀ t ∈ [0, 1[, ∀ x ∈ E, lim
h→0+

d (ϑ(t+ h, x), ϑ(h, ϑ(t, x)))

h
= 0

(H-3) α(ϑ) := max

(

sup
x 6=y

(

lim sup
h→0+

d (ϑ(h, x), ϑ(h, y))− d(x, y)

h d(x, y)

)

, 0

)

< ∞

(H-4) β(ϑ) := sup
x∈E

(

lim sup
h→0+

d (ϑ(h, x), x)

h

)

< ∞.

It is clear that 1(h, x) := x is a transition on E. It is called the neutral transition. Given
two transitions ϑ, υ on the metric space E, (H-4) ensures that

dΛ (ϑ, υ) := sup
x∈E

(

lim sup
h→0+

d (ϑ(h, x), υ(h, x))

h

)

< ∞. (1)
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Thus, by identifying transitions with dΛ (ϑ, υ) = 0, we have that dΛ defines a distance
in the family of all the transitions on E. Finally, we say that (E,Θ(E)) is a (complete)
mutational space if E is a (complete) metric space and Θ(E) is a subset of transitions
which contains the neutral one and is closed in C ([0, 1]× E;E) with respect to the distance
dΛ.

It must be noted that pointwise convergence in (H-2) is actually uniform on compact
subintervals of [0, 1[, as the next lemma shows.

Lemma 2.1. Let ϑ ∈ Θ(E), K ⊂ E be a compact and 0 < T < 1. For any ε > 0, there
exists η > 0 such that

d(ϑ(t+ h, x), ϑ(h, ϑ(t, x))) < hε, 0 ≤ h ≤ η (2)

for all t ∈ [0, T ], x ∈ K.

Proof. Given ε > 0, by (H-2), for any t ∈ [0, T ] and any x ∈ K, we have ηt,x > 0 such
that

d(ϑ(t+ h, x), ϑ(h, ϑ(t, x))) < hε, 0 ≤ h ≤ ηt,x. (3)

Furthermore, since ϑ is continuous, one can find δt,x,h > 0 such that

d(ϑ(s+ h′, z), ϑ(h′, ϑ(s, z))) < h′ε (4)

whenever s ∈ ]t− δt,x,h, t+ δt,x,h[∩ [0, T ], z ∈ Bδt,x,h(x)∩K and h′ ∈ Jt,x,h, where Jt,x,h :=
]h− δt,x,h, h+ δt,x,h[∩ [0, ηt,x]. Clearly, the family of open subsets {Jt,x,h : 0 ≤ h ≤ ηt,x}, is
a covering of the compact [0, ηt,x]. Thus there are a finitely many points h1, . . . , hr such
that [0, ηt,x] ⊂ Jt,x,h1 ∪ · · · ∪ Jt,x,hr and taking δt,x := min1≤j≤r δt,x,hj

we can write

d(ϑ(s+ h, z), ϑ(h, ϑ(s, z))) < hε, 0 ≤ h ≤ ηt,x (5)

for any s ∈ It,x := ]t−δt,x, t+δt,x[∩[0, T ] and z ∈ Ωt,x := Bδt,x(x)∩K. We will use again the
classical compactness argument. In fact the family of open sets {It,x×Ωt,x : (t, x) ∈ [0, T ]
×K} is a covering of the compact [0, T ]×K. Thus we can obtain a finite subcovering

[0, T ]×K ⊂
⋃

1≤j≤n

Itj ,xj
× Ωtj ,xj

and setting η := min1≤j≤n ηtj ,xj
the lemma is proved.

Moreover, (H-3) and (H-4) provide estimates for transitions, as next lemma shows. Its
proof easily follows from Lemma 1.1.3 in [2] and β(ϑ)-Lipschitzianity of transitions with
respect to the first variable (see Lemma 1.2 in [12]).

Lemma 2.2. Let ϑ ∈ Θ(E). Then for any x, y ∈ E and any 0 < h < 1:

d(ϑ(h, x), ϑ(h, y))− d(x, y) ≤ d(x, y)
(

eα(ϑ)h − 1
)

, (6)

and also

d(ϑ(h, x), x) ≤ hβ(ϑ). (7)
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2.2. Directional and morphological transitions

Let X be a finite dimensional vector space (we keep this notation throughout the rest of
the paper) endowed with the usual Euclidean norm denoted by | · |. Given an arbitrary
vector (direction) v ∈ X, we define the transition

ϑv(h, x) := x+ hv (8)

which clearly satisfies α(ϑv) = 0 and β(ϑv) = |v|. Furthermore, for any v, u ∈ X,
dΛ (ϑv, ϑu) = |v − u|. Thus, identifying any direction v with its associated directional
transition ϑv, we can regard X as a family of transitions. This allows to consider X as a
mutational space.

On the other hand, let K(X) be the family of all the nonempty compact subsets of X
equipped with the Hausdorff distance,

dl(K,M) := max (e(K,M), e(M,K)) (9)

where e(K,M) := supx∈K dM(x) := supx∈K infy∈M |x− y| is the excess of K over M . The
metric space (K(X),dl) is separable and complete, and closed balls

BX(K, δ) := {M ∈ K(X) : dl(M,K) ≤ δ}

are compact (see [2], [8]). Let us consider the family LIP(X,X) of all the bounded Lips-
chitz set-valued maps with compact convex values, equipped with the uniform Hausdorff
distance:

dl∞(Φ,Ψ) := sup
x∈X

dl(Φ(x),Ψ(x)), Φ,Ψ ∈ LIP(X,X). (10)

Associated with any Φ ∈ LIP(X,X), for every x ∈ X, we consider the (nonempty) set
SΦ(x) ⊂ AC(0,∞;X) of all the solutions of the Cauchy problem

x′(t) ∈ Φ(x(t)),
x(0) = x

}

(11)

Then for any h ∈ [0, 1], K ∈ K(X), we define the map

ϑΦ(h,K) := {x(h) : x(·) ∈ SΦ(x), x ∈ K} (12)

taking the compact K into the reachable set from K by Φ at time h. This map is a
transition, called morphological transition, on the metric space (K(X),dl), with

α(ϑΦ) ≤ ‖Φ‖Λ := sup
x 6=z

dl (Φ(x),Φ(z))

|x− z|
(13)

and

β(ϑΦ) ≤ ‖Φ‖∞ := sup
x∈X

(

sup
y∈Φ(x)

|y|

)

(14)

(see [2] for details). Identifying any map Φ with the transition ϑΦ, and since the inequality

dΛ(ϑΦ, ϑΨ) ≤ dl∞(Φ,Ψ) (15)
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holds, we get the complete mutational space (K(X),LIP(X,X)), called the space of mor-
phological transitions or morphological space over X.

The mutational space (X ×K(X), X × LIP(X,X)), that we call directional-morphological
space, is the cartesian product of the previously described spaces. Therefore, associated
with any transition ϑ ∈ X × LIP(X,X), there are a vector v ∈ X and a morphological
map Φ such that

∀ (x,K) ∈ X ×K(X), ϑ(h, (x,K)) = (x+ hv, ϑΦ(h,K)).

For simplicity we write ϑ = (v,Φ).

3. Tangent transition sets

The natural concept of tangent direction to a set at a point can be adapted in the frame-
work of metric spaces by using “tangent transitions". Then given a subset M ⊂ E, with
(E,Θ(E)) a mutational space, the contingent transition set to M at a point x ∈ M , with
respect to the family of transitions Θ(E), is defined by

TM(x) :=

{

ϑ ∈ Θ(E) : lim inf
h→0+

dM(ϑ(h, x))

h
= 0

}

(16)

and the Clarke tangent (or circatangent) transition set is

CM(x) :=

{

ϑ ∈ Θ(E) :
dM(ϑ(h, x′))

h
→ 0 as h → 0+, M 3 x′ → x

}

(17)

where M 3 x′ → x means x′ → x with x′ ∈ M .

Clearly, 1 ∈ CM(x) ⊂ TM(x), which implies that these sets are always nonempty. It is
also clear that above definitions coincide with the usual ones when E is a normed space
and Θ(E) = E is the family of directional transitions.

Another notion of tangent set in mutational spaces can be found in [12], where the se-
quential tangent set is defined as

T♦
M(x) :=

{

ϑ ∈ Θ(E) : ∃hn → 0+, ϑn → ϑ such that ϑn(hn, x) ∈ M
}

. (18)

This set is nonempty (1 ∈ T♦
M(x)) and closed, and it is (in general) strictly contained

in the contingent transition set (see [12]). However, when E is a normed space and one
considers directional transitions, both tangent sets TM(x) and T♦

M(x) coincide.

Given a closed subset M ⊂ E, the lower limit (in the sense of Painlevé-Kuratowski) of
the tangent transition sets TM(y), as y → x, is always contained in the Clarke tangent
transition set to M at x. This result can be deduced from Theorem 1.5.6 in [2], never-
theless we present here a different proof based on Lemma 2.1 and estimates provided by
Lemma 2.2.

Theorem 3.1. Let (E,Θ(E)) be a mutational space, satisfying that all the closed balls in
E are compact. Given a nonempty closed subset M ⊂ E, then

∀ x ∈ M, Liminf
M3y→x

TM(y) ⊂ CM(x). (19)
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Proof. Let ϑ be a transition in the lower limit of the tangent transition sets:

ϑ ∈ Liminf
M3y→x

TM(y) ⇔ lim
M3y→x

dTM (y)(ϑ) = 0.

Hence, given ε > 0, there exists δ > 0 such that TM(y) ∩ Bε(ϑ) 6= ∅, whenever y ∈
Bδ(x) ∩M , that is, there exists ϑy ∈ TM(y) satisfying dΛ(ϑy, ϑ) < ε.

For any fixed y ∈ Bδ(x) ∩M , let us consider the map

gy(t) := dM(ϑ(t, y)), t ∈ [0, 1]. (20)

Clearly, |gy(t) − gy(s)| ≤ d(ϑ(t, y), ϑ(s, y)). Moreover, by assuming that t > s, we can
write

d(ϑ(t, y), ϑ(s, y)) ≤ d(ϑ(s+ (t− s), y), ϑ(t− s, ϑ(s, y))

+ d(ϑ(t− s, ϑ(s, y)), ϑ(s, y)).
(21)

Since ϑ is continuous, for every fixed 0 < T < 1, ϑ([0, T ], Bδ(x)∩M) is a compact subset
of E and, by virtue of Lemmas 2.1 and 2.2, there exists η > 0 such that

d(ϑ(s+ (t− s), y), ϑ(t− s, ϑ(s, y)) < t− s (22)

and
d(ϑ(t− s, ϑ(s, y)), ϑ(s, y)) ≤ (t− s)β(ϑ) (23)

for any s, t ∈ [0, T ] with 0 < t− s < η, and any y ∈ Bδ(x) ∩M . Combining (21)-(23) we
obtain

|gy(t)− gy(s)| ≤ (1 + β(ϑ)) |t− s| (24)

whenever s, t ∈ [0, T ] with |s− t| < η, which implies that gy(·) is locally Lipschitz. Even
more, we have actually shown that the Lipschitz constant of gy(·) is the same whenever
y ∈ Bδ(x) ∩ M . In addition, since gy(·) is locally Lipschitz it is almost everywhere
differentiable on ]0, 1[. Let us now estimate the derivative g′y(t), for every t ∈ ]0, T [ such
that gy(·) is differentiable at such a point:

gy(t+ h)− gy(t) = dM(ϑ(t+ h, y))− dM(ϑ(t, y))

≤ d(ϑ(t+ h, y), Ýz)− d(ϑ(t, y), zt) (25)

where zt ∈ ΠM(ϑ(t, y)), the set of projectors of ϑ(t, y) onto M , and Ýz ∈ M is an arbitrary
point. Furthermore, by the triangular inequality,

d(ϑ(t+ h, y), Ýz)− d(ϑ(t, y), zt)

≤ d(ϑ(t+ h, y), ϑ(h, ϑ(t, y))) + d(ϑ(h, ϑ(t, y)), Ýz)− d(ϑ(h, ϑ(t, y)), ϑ(h, zt))

+d(ϑ(h, ϑ(t, y)), ϑ(h, zt))− d(ϑ(t, y), zt)

≤ hε+ d(ϑ(h, zt), Ýz) + d(ϑ(t, y), zt)
(

eα(ϑ)h − 1
)

(26)

whenever 0 < h < ηε, where the constant ηε > 0 is provided by Lemma 2.1 applied to the
compact Bδ(x), and we have also used (6). Let us now estimate the distance between x
and zt:

d(x, zt) ≤ d(x, y) + d(y, zt) ≤ d(x, y) + d(y, ϑ(t, y)) + d(ϑ(t, y), zt)

≤ d(x, y) + 2d(ϑ(t, y), y) (27)
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By (7), for any 0 < t < T and any y ∈ Bδ(x) ∩ M , d(ϑ(t, y), y) < tβ(ϑ). Then, if
y ∈ Bδ/2(x) and 0 < t < min (T, δ/4β(ϑ)), by virtue of (27) we can conclude that
zt ∈ Bδ(x) ∩ M and, therefore, there will exist ϑzt ∈ TM(zt) ∩ Bε(ϑ). Let us pick Ýz ∈
ΠM(ϑzt(h, zt)). Clearly,

d(ϑ(h, zt), Ýz) ≤ d(ϑ(h, zt), ϑzt(h, zt)) + d(ϑzt(h, zt), Ýz)

≤ hε+ dM(ϑzt(h, zt)) (28)

if 0 < h < ρ, where this constant comes from the very definition of the distance between
transitions. Inserting (28) into (26) we obtain

gy(t+ h)− gy(t)

h
≤ 2ε+

dM(ϑzt(h, zt))

h
+ d(ϑ(t, y), zt)

(

eα(ϑ)h − 1

h

)

(29)

and taking upper limit as h → 0+, since ϑzt ∈ TM(zt), we get

g′y(t) ≤ 2ε+ d(ϑ(t, y), zt)α(ϑ) (30)

whenever 0 < t < min (T, δ/4β(ϑ)) and y ∈ Bδ/2(x) ∩M . Moreover,

d(ϑ(t, y), zt) ≤ d(ϑ(t, y), y) ≤ tβ(ϑ) (31)

and then
g′y(t) ≤ 2ε+ tβ(ϑ)α(ϑ) ≤ 3ε (32)

if 0 < t < Ýη := min (T, δ/4β(ϑ), ε/(α(ϑ) + 1)β(ϑ)). Since the above inequality is satisfied
for almost every 0 < t < Ýη, integrating in (32) we obtain gy(t) ≤ 3εt, which implies that

dM(ϑ(t, y))

t
≤ 3ε, 0 < t < Ýη, y ∈ Bδ/2(x) ∩M.

Hence it follows that ϑ ∈ CM(x) and the proof is complete.

Definition 3.2. When the lower limit in (19) coincides with the contingent transition
set TM(x), then the set M is said to be sleek or tangent regular at x ∈ M .

4. Tangential regularity in X ×K(X)

This section is devoted to investigate the properties of tangent transitions to

V := {(x,K) ∈ X ×K(X) : x ∈ K} . (33)

This set arises in a natural way when one considers viability trajectories. Its contingent
transitions were first investigated in [2].

4.1. Characterization of tangents to V

We start by showing that the contingent transition set to V at any point (x,K) can be
described in terms of tangent vectors to K at x. Although this result appears in [2]
(Theorem 4.2.2) as a particular case of a more general statement (Theorem 4.2.4), in this
paper we shall provide a direct proof, which can be easily adapted to obtain an analogous
representation for the Clarke tangent transition set. With this aim we need estimates
for solutions of differential inclusions associated with morphological maps. Proofs of next
lemmas easily come from Gronwall’s inequality.



430 J. A. Murillo Hernández. / Tangential Regularity in the Space of ...

Lemma 4.1. Let xn(·) be a sequence of solutions of the differential inclusion x′ ∈ Φ(x),
with Φ ∈ LIP(X,X) such that xn(0) → Ýx0. Given a constant ε > 0, there exist δε > 0
and nε such that, for any n ≥ nε,

sup
0≤t≤δε

|xn(t)− Ýx0| ≤ ε. (34)

Lemma 4.2. Given Φ ∈ LIP(X,X) and x ∈ X, we have that

x(t)− x ∈ Φ(x)t+
‖Φ(x)‖
‖Φ‖Λ

(

e‖Φ‖Λt − ‖Φ‖Λt− 1
)

BX (35)

for any x(·) ∈ SΦ(x), where ‖Φ(x)‖ := supz∈Φ(x) |z|.

Theorem 4.3. Let X be a finite dimensional vector space and K(X) be the metric space
of all its compact subsets equipped with the Hausdorff metric. Then for any (x,K) ∈ V,

TV(x,K) = {(v,Φ) ∈ X × LIP(X,X) : v ∈ Φ(x) + TK(x)} . (36)

Proof. Let ϑ ∈ TV(x,K). From the very definition of the tangent transition set there
exist sequences hn → 0+, εn → 0+ and (zn, Cn) ∈ V such that

d(ϑ(hn, (x,K)), (zn, Cn)) ≤ εnhn (37)

or equivalently,

|x+ hnv − zn| ≤ εnhn, and dl(Cn, ϑΦ(hn, K)) ≤ εnhn (38)

ϑ = (v,Φ) being. Second inequality yields Cn ⊂ ϑΦ(hn, K) + εnhnBX , where BX is the
unit closed ball in X, which implies that there exists a map xn(·) ∈ SΦ(K) satisfying

εnhn ≥ |zn − xn(hn)| =
∣

∣

∣

∣

zn − xn(0)−
∫ hn

0

x′
n(s) ds

∣

∣

∣

∣

. (39)

Since xn(0) ∈ K and this set is compact, there will exist a subsequence, again denoted
xn(0) for simplicity, convergent to a point Ýx ∈ K. By Lemma 4.1, given η > 0, we have

Φ(xn(s)) ⊂ Φ(Ýx) + η‖Φ‖ΛBX (40)

if 0 < s < hn, for n great enough, also by using that Φ is Lipschitz. Hence

1

hn

∫ hn

0

x′
n(s) ds ∈

1

hn

∫ hn

0

Φ(xn(s)) ds ⊂ Φ(Ýx) + η‖Φ‖ΛBX (41)

and applying again that sequences in a compact set have convergent subsequences, now
to the compact Φ(Ýx) + η‖Φ‖ΛBX , we obtain yη ∈ Φ(Ýx) + η‖Φ‖ΛBX such that

1

hn

∫ hn

0

x′
n(s) ds → yη (42)

as n → ∞. On the other hand, setting

ωn := (xn(0)− x) /hn, (43)
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we can write x+ hnωn ∈ K and, moreover,

|v − yη − ωn| =
|x+ hnv − xn(0)− hnyη|

hn

≤ |x+ hnv − zn|
hn

+
|zn − xn(0)− hnyη|

hn

≤ |x+ hnv − zn|
hn

+
|zn − xn(hn)|

hn

+

∣

∣

∣

∣

1

hn

∫ hn

0

x′
n(s) ds− yη

∣

∣

∣

∣

≤ 2εn +

∣

∣

∣

∣

1

hn

∫ hn

0

x′
n(s) ds− yη

∣

∣

∣

∣

(44)

by using (38) and (39). Letting n → ∞ in (44), it follows from (42), that ωn converges
to v − yη and, therefore, v − yη ∈ TK(x), for any η > 0. We now remember that
yη ∈ Φ(Ýx)+η‖Φ‖ΛBX . Hence, letting η → 0+, we obtain Ýy ∈ Φ(Ýx) such that v−Ýy ∈ TK(x).
Finally, since |x− xn(0)| = hn|ωn| → 0, we get x = Ýx and then v ∈ Φ(x) + TK(x). Thus
we have the inclusion

TV(x,K) ⊂ {(v,Φ) ∈ X × LIP(X,X) : v ∈ Φ(x) + TK(x)} . (45)

The converse is also true. Indeed, if we take y ∈ Φ(x) with v− y ∈ TK(x), then there are
hn → 0+, ωn → v − y such that x+ hnωn ∈ K. Let us consider the sequence

zn := x+ hnωn + hny (46)

and the family of compact sets

Cn :=
⋃

z∈K

(z + hn (Φ(z) + ηnBX)) (47)

where ηn → 0+. Clearly, y ∈ Φ(x) ⊂ Φ(x + hnωn) + ‖Φ‖Λhn|ωn|BX , which implies that
(zn, Cn) ∈ V, provided that ‖Φ‖Λhn|ωn| ≤ ηn. Furthermore

|x+ hnv − zn| = hn|v − ωn − y| (48)

where |v − y − ωn| → 0+. Let us take z ∈ K. Now we use Lemma 4.2 to get

ϑΦ(hn, z) ⊂ z + hnΦ(z) +
(

‖Φ(z)‖
(

ehn‖Φ‖Λ − ‖Φ‖Λhn − 1
)

/‖Φ‖Λ
)

BX ⊂ Cn

if ‖Φ(K)‖
(

e‖Φ‖Λhn − ‖Φ‖Λhn − 1
)

< hnηn. Therefore

ϑΦ(hn, K) ⊂ Cn. (49)

On the other hand, given z ∈ K, y ∈ Φ(z) and u ∈ BX , as a consequence of the Filippov
theorem (see [2] or [11]), we can get z(·) ∈ SΦ(z) such that z′(0) = y, also satisfying

|z(t)− z − ty| ≤ e‖Φ‖Λt
∫ t

0

dΦ(z+sy)(y) e
−‖Φ‖Λs ds. (50)
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But, dΦ(z+sy)(y) ≤ dl(Φ(z),Φ(z+sy)) ≤ ‖Φ‖Λ|y|s, and combining this inequality with the
integral on the right-hand side of (50) we conclude that

∫ t

0

dΦ(z+sy)(y) e
−‖Φ‖Λs ds ≤ |y|

(

1− e−‖Φ‖Λt − ‖Φ‖Λte−‖Φ‖Λt
)

/‖Φ‖Λ. (51)

Thus, from (50)-(51), we can write

|z(hn)− z − hny| ≤ |y|
(

e‖Φ‖Λhn − ‖Φ‖Λhn − 1
)

/‖Φ‖Λ. (52)

Finally (52) provides the estimate

|z(hn)− (z + hny + hnηnu)| ≤ hn

(

ηn +
‖Φ(K)‖

(

e‖Φ‖Λhn − ‖Φ‖Λhn − 1
)

‖Φ‖Λhn

)

.

Hence

Cn ⊂ ϑΦ(hn, K) + hn

(

ηn +
‖Φ(K)‖

(

e‖Φ‖Λhn − ‖Φ‖Λhn − 1
)

‖Φ‖Λhn

)

BX

and taking εn := max
(

|v − y − ωn|, ηn + ‖Φ(K)‖
(

e‖Φ‖Λhn−‖Φ‖Λhn−1
‖Φ‖Λhn

))

, we can combine

(48), (49) and the above-stated inclusion to obtain

|x+ hnv − zn| ≤ hnεn, dl(Cn, ϑΦ(hn, K)) ≤ hnεn (53)

which clearly implies that (v,Φ) ∈ TV(x,K), and the proof is done.

As a corollary of this result we can ensure that the contingent transition set and the
sequential tangent set to V coincide at any point (x,K) ∈ V.
Corollary 4.4. Let X be a finite dimensional vector space and K(X) be the metric space
of all its compact subsets equipped with the Hausdorff metric. Then for any (x,K) ∈ V,

TV(x,K) = T♦
V (x,K). (54)

Proof. It suffices to show that TV(x,K) ⊂ T♦
V (x,K). Thus, let us take (v,Φ) in TV(x,K).

By Theorem 4.3 we can find y ∈ Φ(x) such that v − y ∈ TK(x), which means that there
exist sequences hn → 0+ and ωn → v − y satisfying x + hnωn ∈ K. Given a map
xn(·) ∈ SΦ(x+ hnωn + hny), we define the absolutely continuous function

zn(t) :=

{

x+ hnωn + ty, 0 ≤ t < hn

xn(t− hn), t ≥ hn.
(55)

Clearly, for a.e. 0 < t < hn

z′n(t) = y ∈ Φ(x) ⊂ Φ(zn(t)) + |hnωn + ty| ‖Φ‖ΛBX

⊂ Φ(zn(t)) + hn (|ωn|+ |y|) ‖Φ‖ΛBX

and, since xn(·) ∈ SΦ, we have that zn(·) is a solution of

z′n(t) ∈ Φn(zn(t))
zn(0) = x+ hnωn ∈ K

}

(56)
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where Φn(z) := Φ(z) + hn (|ωn|+ |y|) ‖Φ‖ΛBX . Therefore zn(·) ∈ SΦn(K) and setting
vn := ωn + y, ϑn := (vn,Φn), we have

x+ hnvn = zn(hn) ∈ ϑΦn(hn, K) ⇔ ϑn(hn, (x,K)) ∈ V. (57)

Finally, since vn → v and dl∞(Φ,Φn) ≤ hn (|ωn|+ |y|) ‖Φ‖Λ → 0, we conclude that the
sequence ϑn of transitions converges to (v,Φ) in the topology defined by the metric dΛ
and, therefore, (v,Φ) ∈ T♦

V (x,K).

A relationship similar to (36) can be established between circatangent transitions to V at
(x,K) and vectors in the Clarke tangent cone to K at x. Actually only slight changes in
the proof of Theorem 4.3 are needed.

Theorem 4.5. Let X be a finite dimensional vector space and K(X) be the metric space
of all its compact subsets equipped with the Hausdorff metric. Then for any (x,K) ∈ V,

{(v,Φ) ∈ X × LIP(X,X) : v ∈ Φ(x) + CK(x)} ⊂ CV(x,K). (58)

Proof. Let (x,K) ∈ V and v−y ∈ CK(x), with y ∈ Φ(x). Given sequences hn → 0+ and
(xn, Kn) → (x,K), with (xn, Kn) ∈ V, we can find x′

n ∈ K such that |x′
n−xn| ≤ dl(K,Kn).

Thus K 3 x′
n → x and, since v−y ∈ CK(x), there exists a sequence ωn → v−y satisfying

x′
n + hnωn ∈ K. (59)

Let us consider the family of compact sets

Cn :=
⋃

z∈Kn

(z + hn (Φ(z) + ηnBX)) (60)

where ηn → 0+. Setting ξn := 2dl(K,Kn) we can write

xn + hnωn ∈ x′
n + hnωn + (ξn/2)BX ⊂ K + (ξn/2)BX ⊂ Kn + ξnBX (61)

which yields the existence of un ∈ BX satisfying

Ýzn := xn + hnωn + ξnun ∈ Kn. (62)

Hence, if we define zn := Ýzn + hny, the following inclusion is satisfied

zn ∈ Ýzn + hnΦ(x) ⊂ Ýzn + hn (Φ(Ýzn) + ‖Φ‖Λ|Ýzn − x|BX) (63)

and, therefore, choosing ηn such that ‖Φ‖Λ|Ýzn−x| < ηn, we have zn ∈ Cn or, equivalently,
(zn, Cn) ∈ V. Furthermore,

|xn + hnv − zn| = hn|v − ωn − y − (ξn/hn)un| (64)

and taking ξn/hn → 0+ (assuming, for instance, dl(K,Kn) < h2
n, which involves no loss

of generality) we have |v − ωn − y − (ξn/hn)un| → 0+. In addition, for any z ∈ Kn,
Lemma 4.2 gives

ϑΦ(hn, z) ⊂ z + hnΦ(z) +
‖Φ(z)‖

(

e‖Φ‖Λhn − ‖Φ‖Λhn − 1
)

‖Φ‖Λ
BX

⊂ Cn (65)
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whenever ‖Φ(Kn)‖
(

e‖Φ‖Λhn − ‖Φ‖Λhn − 1
)

/‖Φ‖Λhn < ηn and, therefore,

ϑΦ(hn, Kn) ⊂ Cn. (66)

Conversely, following the same procedure as in the proof of Theorem 4.3 we obtain

Cn ⊂ ϑΦ(hn, Kn) + hnρnBX (67)

ρn :=
(

ηn + ‖Φ(Kn)‖
(

e‖Φ‖Λhn − ‖Φ‖Λhn − 1
)

/‖Φ‖Λhn

)

being. Finally, setting εn :=
max (|v − ωn − (ξn/hn)un − y|, ρn), (64), (66) and (67) yield

|xn + hnv − zn| ≤ hnεn, dl(Cn, ϑΦ(hn, Kn)) ≤ hnεn (68)

with (zn, Cn) ∈ V. This clearly implies that

dV(ϑ(hn, (xn, Kn)))

hn

≤ εn

where ϑ := (v,Φ). Hence (v,Φ) ∈ CV(x,K), and the proof is done.

4.2. Tangential regularity of V

We shall finally show that the inclusion established by Theorem 3.1 becomes an equality
for the subset V ⊂ X × K(X) defined by (33). A characterization of points where V is
sleek will be obtained as a corollary.

Theorem 4.6. Let X be a finite dimensional vector space and K(X) be the metric space
of all its compact subsets equipped with the Hausdorff metric. Then for any (x,K) ∈ V,

Liminf
V3(z,M)→(x,K)

TV(z,M) = CV(x,K). (69)

Proof. From Theorem 3.1 it suffices to show that any transition in CV(x,K) belongs to
the lower limit of the contingent transition sets TV(z,M). Given ϑ = (v,Φ) ∈ CV(x,K)
and ε > 0, from the very definition of Clarke tangent transition set, we have δ > 0 such
that for any 0 < h < δ and any (x′, K ′) ∈ V with |x′ − x| < δ and dl(K ′, K) < δ, then

dV(ϑ(h, (x
′, K ′))) < hε,

or, equivalently, there exists (z(h),M(h)) ∈ V satisfying

|x′ + hv − z(h)| < hε, dl(M(h), ϑΦ(h,K
′)) < hε. (70)

Let us take arbitrary sequences V 3 (xr, Kr) → (x,K) and hn → 0+, and let (zrn,Mrn) ∈
V denote the element associated by (70). Clearly

|xr + hnv − zrn| < hnε ⇔ |v − (zrn − xr) /hn| < ε

and since (zrn − xr) /hn is bounded (andX is a finite dimensional vector space), a classical
argument (Cantor’s diagonalization) shows that for any r we can assume that there exists
the limit

vr := lim
n→∞

(zrn − xr) /hn (71)
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satisfying |vr − v| ≤ ε and also

|xr + hnvr − zrn| = hn |vr − (zrn − xr) /hn| . (72)

On the other hand, since zrn ∈ Mrn ⊂ ϑΦ(hn, Kr) + hnεBX , we can find xrn(·) ∈ SΦ(Kr)
satisfying

zrn = xrn(hn) + hnεurn (73)

where urn ∈ BX . Hence,

zrn − xr

hn

=
xrn(hn) + εhnurn − xr

hn

. (74)

Let us consider the map zrn(t) := xrn(t) + tεurn. Clearly,

z′rn(t) = x′
rn(t) + εurn ∈ Φ(xrn(t)) + εurn

⊂ Φ(zrn(t)) + ‖Φ‖Λ|tεurn|BX + εurn

⊂ Φε(zrn(t)) + ‖Φ‖ΛtεBX (75)

Φε(z) := Φ(z)+εBX , being. This map belongs to LIP(X,X), also satisfying dl∞(Φ,Φε) ≤
ε. Moreover, dΦε(zrn(t))(z

′
rn(t)) ≤ ‖Φ‖Λεt, and Filippov theorem provides a function

yrn(·) ∈ SΦε(Kr), such that yrn(0) = xrn(0) ∈ Kr, and also

|zrn(t)− yrn(t)| ≤
ε

‖Φ‖Λ
(

e‖Φ‖Λt − 1− ‖Φ‖Λt
)

, t > 0. (76)

Combining (74) with (76) we can write

zrn − xr

hn

=
yrn(hn) +

ε
‖Φ‖Λ

(

e‖Φ‖Λhn − 1− ‖Φ‖Λhn

)

ũrn − xr

hn

(77)

with ũrn ∈ BX . From Lemma 4.2

yrn(hn)− yrn(0)

hn

∈ Φε(yrn(0)) +
ρ
(

e‖Φ‖Λhn − 1− ‖Φ‖Λhn

)

‖Φ‖Λhn

BX

where ρ > 0 is a constant with Φε(x) ⊂ ρBX for all x ∈ X, ε > 0. Moreover

|yrn(0)− xr| ≤ |yrn(0)− zrm|+ |zrn − xr| ≤ hn (ρ+ 2ε+ |v|) −→
n→∞

0

by using (73) and the very definition of zrn. Since Φε is continuous, the above claims
imply that (yrn(hn)− yrn(0)) /hn → ỹr ∈ Φε(xr) as n → ∞ for any r, and

ṽrn :=
yrn(0) +

ε
‖Φ‖Λ

(

e‖Φ‖Λhn − ‖Φ‖Λhn − 1
)

ũrn − xr

hn

(78)

converges to a vector, denoted by ṽr, as n → ∞. Furthermore,

dKr(xr + hnṽr)

hn

≤ dKr(xr + hnṽrn)

hn

+ |ṽrn − ṽr|

≤
ε
(

e‖Φ‖Λhn − ‖Φ‖Λhn − 1
)

‖Φ‖Λhn

+ |ṽrn − ṽr| −→
n→∞

0
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which implies ṽr ∈ TKr(xr). Hence, vr = ỹr + ṽr ∈ Φε(xr) + TKr(xr), or, equivalently,
(see Theorem 4.3) (vr,Φε) ∈ TV(xr, Kr). We have, therefore, obtained a transition ϑr,ε :=
(vr,Φε) in TV(xr, Kr) satisfying

dΛ(ϑ, ϑr,ε) ≤ max (|v − vr|, dl∞(Φ,Φε)) ≤ ε,

which implies dTV (xr,Kr)(ϑ) → 0 as r → ∞ for every sequence (xr, Kr) → (x,K) in V .
Hence

ϑ = (v,Φ) ∈ Liminf
V3(z,M)→(x,K)

TV(z,M)

and the proof is done.

Theorem 4.7. Let X be a finite dimensional vector space and K(X) be the metric space
of all its compact subsets equipped with the Hausdorff metric. If K is sleek at x, (x,K) ∈
V, then V is sleek at (x,K).

Proof. Since K is assumed to be sleek at x, Theorems 4.3 and 4.5 give

TV(x,K) = {(v,Φ) ∈ X × LIP(X,X) : v ∈ Φ(x) + CK(x)} ⊂ CV(x,K)

and, by Theorem 4.6, we can conclude that

TV(x,K) = Liminf
V3(z,M)→(x,K)

TV(z,M)

and the proof is complete.

5. An application to the control of joint systems

Let us consider a control problem where the evolution of states is governed by the joint
evolutionary-morphological system

x′(t) = f(t, x(t), K(t), u(t))
◦
K(t) 3 Φ(t, x(t), K(t), u(t))
u(t) ∈ U(x(t), K(t))











(79)

We assume that f : IR+ ×V × Y −→ X is a continuous function (Y a finite dimensional
vector space), Φ : IR+ ×V × Y −→ LIP(X,X) is continuous and, finally, U : V −→ 2Y is
a lower semicontinuous set-valued map with closed convex values. Trajectories (states) to
this problem on an interval I ⊂ IR, will be pairs (x(·), K(·)), where x(·) is an absolutely
continuous function (we write x(·) ∈ AC(I;X)), and K(·) is a compact-valued Lipschitz
tube, denoted K(·) ∈ C0,1(I;K(X)), such that:

(1) For a.e. t ∈ I, x′(t) = f(t, x(t), K(t), u(t))

(2) For every t ∈ I

lim
h→0+

dl(K(t+ h), ϑΦ(t,x(t),K(t),u(t))(h,K(t)))

h
= 0

where ϑΨ(t)(h,K) = {z(h) : z′(s) ∈ Ψ(t)(z(s)), z(0) ∈ K} is the morphological tran-
sition associated with Ψ(t) := Φ(t, x(t), K(t), u(t)). In this case, it is said that K(·)
is a morphological primitive of Φ(·, x(·), K(·), u(·)) (we refer to [2], [5] for more in-
formation about morphological equations).
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In this section we shall investigate the existence of trajectories of (79) viable in the sense
that

x(t) ∈ K(t) ⇔ (x(t), K(t)) ∈ V. (80)

This problem has been studied in [2] for evolutionary-morphological systems without
controls and also in [5], when the control variable only appears in f as f(t, x,K, u) =
g(t, x,K)− u, and U(x,K) = ϕ(x,K)BX , as a way of correcting the dynamics of a joint
evolutionary-morphological system to get viable solutions.

Lemma 5.1. Let X be a finite dimensional vector space and K(X) be the metric space
of all its compact subsets equipped with the Hausdorff metric. Given a set-valued map
Φ ∈ LIP(X,X) such that Graph(Φ) is a convex set, then

{(v,Φ) : v ∈ Φ(x) + TK(x)} ⊂ TVC(x,K) (81)

where KC(X) is the family of all compact convex subsets of X and VC is the closed subset

VC := {(x,K) ∈ X ×KC(X) : x ∈ K} . (82)

Proof. Since the set Cn defined by (47) is also convex when the graph of Φ is assumed
to be convex, it suffices to reproduce the proof of Theorem 4.3.

Let us denote by LIPC(X,X) the family of all the maps in LIP(X,X) having convex
graph.

Theorem 5.2. Let f : IR+ ×V ×Y −→ X be a continuous map affine with respect to the
variable u and having linear growth

|f(t, x,K, u)| ≤ c(t)

(

1 + |x|+ sup
z∈K

|z|+ |u|
)

, t ≥ 0, (x,K) ∈ V, u ∈ Y

where c(·) ∈ L1
loc(0,∞), Φ : IR+ ×V × Y −→ LIPC(X,X), be continuous, affine with

respect to u and also skirted

‖Φ‖Λ := sup
t≥0, (x,K)∈V, u∈Y

‖Φ(t, x,K, u)‖Λ < ∞, (83)

and bounded, ‖Φ‖∞ := supt≥0, (x,K)∈V, u∈Y
(

supy∈Φ(t,x,K,u) |y|
)

< ∞. Let U : V −→
2Y be lower semicontinuous with closed convex values and linear growth, U(x,K) ⊂
β (1 + |x|+ supz∈K |z|), (x,K) ∈ V, also satisfying that for any t ≥ 0, (x,K) ∈ V,
there are γ, δ, ε > 0 such that γBX×LIP(X,X) is contained in

(f(s, z,M,U(z,M) ∩ εBY ),Φ(s, z,M,U(z,M) ∩ εBY ))− TV(z,M) (84)

whenever |s − t| < δ and (z,M) ∈ V with |z − x| < δ, dl(M,K) < δ. Then, for any
initial state (x0, K0) ∈ VC, there exists a joint trajectory (x(·), K(·)) in AC(0,∞;X) ×
C0,1(0,∞;K(X)) to (79) starting from (x0, K0) and such that (80) holds for all t ≥ 0.

Proof. Let us consider the regulation map R taking any (t, x,K) ∈ IR+ ×VC into the
nonempty closed convex set

{u ∈ U(x,K) : (f(t, x,K, u),Φ(t, x,K, u)) ∈ TV(x,K)} . (85)
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By virtue of Theorem 4.7 we have that the set-valued map (x,K) À TV(x,K) is lower
semicontinuous at every (x,K) ∈ VC. Hence, Proposition 1.5.1 in [4] states that the
regulation map R is lower semicontinuous at every (t, x,K) ∈ IR+ ×VC, since (84) is
satisfied.

Given (x(·), K(·)) a trajectory of (79) starting from (x0, K0), it is known (see [2]) that,
under assumptions made on Φ, the tube K(·) is ‖Φ‖Λ-Lipschitz and, therefore,

K(t) ⊂ K0 + ‖Φ‖ΛtBX . (86)

Setting r(t) := supz∈K0
|z|+‖Φ‖Λt, if u(·) is a control associated with this trajectory, then

|u(t)| ≤ β (1 + r(t) + |x(t)|) . (87)

Thus, by using that f has a linear growth, we get

|x(t)| ≤ |x0|+
∫ t

0

c(s)(1 + β)(1 + r(s)) ds+

∫ t

0

c(s)(1 + β)|x(s)| ds

and Gronwall’s inequality gives the estimate

|x(t)| ≤ |x0|eµ(t) +
∫ t

0

c(s)(1 + β)(1 + r(s))eµ(t)−µ(s) ds

︸ ︷︷ ︸

ϕ(t)

(88)

where µ(τ) := (1+β)
∫ τ

0
c(s)ds. This yields that, for any fixed T > 0, the regulation map

R is lower semicontinuous with closed convex values on the compact

MT := {(t, x,K) ∈ [0, T ]× VC : |x| ≤ ϕ(t), K ⊂ r(t)BX} (89)

and the well-known Michael’s Theorem provides a continuous selection, that is, there is a
continuous map û : MT −→ X such that û(t, x,K) ∈ R(t, x,K). This allows to consider
the joint system

x′(t) = f(t, x(t), K(t), û(t, x(t), K(t)))
◦
K(t) 3 Φ(t, x(t), K(t), û(t, x(t), K(t)))

}

(90)

Furthermore, since û is a selection of R, by Theorem 4.3,

f(t, x,K, û(t, x,K)) ∈ Φ(t, x,K, û(t, x,K))(x) + TK(x)

for any (t, x,K) ∈ MT and, since Φ has been assumed taking values with convex graph,
Φ(t, x,K, û(t, x,K)) ∈ LIPC(X,X), Lemma 5.1 gives

(f(t, x,K, û(t, x,K)),Φ(t, x,K, û(t, x,K))) ∈ TVC(x,K). (91)

We are, therefore, under assumptions of the usual viability theorem for joint evolutionary-
morphological systems (see Theorem 4.3.1 in [2]) and there will exist a solution (x(·), K(·))
to (90) such that x(0) = x0, K(0) = K0, with (x(t), K(t)) ∈ VC, for all t ∈ [0, T ]. This
pair of maps is the desired viable trajectory to (79), with

u(t) := û(t, x(t), K(t)) (92)

the associated control. Finally, since we have proved the existence of solution to (79)-(80)
on [0, T ], for every T > 0, and assumptions made on f and Φ prevent from blow-up, a
standard procedure allows to extend the solution to the whole interval [0,∞[.
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Remark 5.3. Notice that we have proved more than it is claimed in the theorem. Ac-
tually we have shown that the tube K(·) remains convex and (x(t), K(t)) ∈ VC for every
t ≥ 0.

Remark 5.4. It is clear that, for every T > 0, the regulation map R is lower semicon-
tinuous on the bounded subset

OT := {(t, x,K) ∈ [0, T ]× VS : |x| ≤ ϕ(t), K ⊂ r(t)BX} (93)

where KS(X) denotes the family of all the compact regular (sleek) subsets of X and
VS := {(x,K) ∈ X ×KS(X) : x ∈ K}. However, this set is not closed and, therefore,
Michael’s Theorem does not work.

To close the paper we will show that KS(X) is not closed in K(X), when this space is
endowed with the Hausdorff metric. With this aim let us consider the compact set

K :=
{

(x, y) ∈ IR2 : x2 + y2 ≤ 1, y ≤ |x|
}

(94)

that is, the intersection of the unit closed ball in IR2 and the hypograph of the absolute
value function | · |. It is a trivial matter to see that the Bouligand tangent cone to K at
(0, 0) coincides with the hypograph of | · |, i.e.

TK(0, 0) =
{

(x, y) ∈ IR2 : y ≤ |x|
}

. (95)

Therefore K is not sleek at the origin because Clarke tangent cone is always convex. In
order to construct a sequence of sleek sets converging to K, let us first consider the C∞

function (standard mollifier)

ρ(x) :=

{

e−1/(1−x2), if |x| < 1
0, if |x| ≥ 1

(96)

then the sequence, ρn(x) := nρ(nx)/‖ρ‖L1 , and, finally, the sequence of mollifications

φn(x) = | · | ∗ ρn(x) =
∫

IR

|x− y| ρn(y) dy. (97)

This sequence provides smooth approximations to | · |, in fact φn(·) → | · | uniformly on
compact subsets of IR. Let us consider the family of nonempty compact sets (see Figure
5.1):

Kn :=
{

(x, y) ∈ IR2 : x2 + y2 ≤ 1, y ≤ φn(x)
}

(98)

By the very definition of the Pompeiu-Hausdorff distance it follows that

dl(K,Kn) ≤ sup
x∈[−1,1]

|φn(x)− |x|| → 0 (99)

as n → ∞. Therefore, to have the announced claim only remains to show that sets Kn

are sleek.

Proposition 5.5. The set Kn defined by (98) is sleek.
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Figure 5.1: Kn converges to K

Proof. By using elementary properties of convolutions we have that φn(·) is increasing
(decreasing) on ]0,+∞[ (]−∞, 0[) with φn(1) = 1 and

0 < φn(0) =
1

n
− 2

∫ 1/n

0

∫ y

0

ρn(s) ds dy <
1

n
(100)

Hence there exits Ýxn ∈ ]0, 1[ such that φn(Ýxn)
2 + Ýx2

n = 1 and, since φn(·) is an even
function, we have that the boundary of the unit ball in IR2 cuts the graph of φn(·) at
points

(Ýxn, φn(Ýxn)), (−Ýxn, φn(Ýxn)). (101)

The boundary of Kn is smooth (and consequently Kn is sleek) at every point different
from (±Ýxn, φn(Ýxn)). Therefore to complete the proof it suffices to show that Kn is sleek
at the nonsmooth points (101). This fact follows by a direct computation providing the
desired equality

TKn(Ýxn, φn(Ýxn)) =
{

(v, w) ∈ IR2 : Ýxnv + φn(Ýxn)w ≤ 0, w ≤ φ′
n(Ýxn)v

}

= CKn(Ýxn, φn(Ýxn)),

and in an analogous way for the point (−Ýxn, φn(Ýxn)).
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