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We want to have a look at the work of one of the great and versatile
mathematicians in this century, Charles Loewner. His biographical data: He was
born in 1893 in Prague under the name of Karel Löwner into a large Jewish family
of businessmen. He attended a German gymnasium in Prague and studied there
at the “Alte Universität”. After having finished his studies he spent some years
at the University of Berlin (1922-28) and in Cologne (1928-30) until he returned
to Prague as a professor. 1939 he emigrated to America; until this time he had
published in German under the name Karl Löwner. After a break in his creativity
of about 10 years his next article came out in 1948, and from now on all of his
work is written in English and under the name Charles Loewner.

Until 1944 he was working and living in Louisville. Then he got a job at the
department of mechanics at Brown University. For a period of 5 years he worked
at the mathematical institute of Syracuse University. Finally he found a new home
for himself and his family at Stanford; his death in the year of 1968 took him from
the fullest of his intellectual prowess.

What kind of mathematics was Loewner interested in? He began his re-
search by working on the Bieberbach-Conjecture and succeeded in proving it for
n = 3. The proof includes some important properties of schlicht functions of cer-
tain regions in C. During 1955 he spent a time as a Visiting Professor in Berkeley.
He gave a course on continous groups, his lecture notes appeared as a book in 1970
([10]). In most parts of his published work during his American period he tried to
apply Lie-theory to semigroups. He was particularly interested in one semigroup
which he took up again and again: the semigroup of n-monotonic functions. We
find the starting point of this research in an article of the year 1934 [4].

1. On n-monotonic functions

Let f : (a, b) → R, a < b, be a function, X a symmetric real (n, n)-matrix
with eigenvectors vj and eigenvalues λj . If all eigenvalues of X fall into the interval
(a, b), then f(X) is the matrix with eigenvalues f(λj) and the same eigenvectors
vj . Henceforth we endow the space of the real symmetric (n, n)-matrices with
the natural order X ≤ Y defined by the non-negativity of the quadratic form
xT (Y −X)x.

Definition 1.1. A function f is called monotonically increasing of order n (say
n-monotonic), if all symmetric real positive (n, n)-matrices X, Y with spectrum
in (a, b) satisfy the following: X ≤ Y ⇒ f(X) ≤ f(Y ).
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As a direct consequence of this definition we get the following: If f is
n-monotonic of order n ≥ 2, then the same is true for every lower order. The
following properties are taken from an early work of Loewner’s [4] on monotonic
matrix functions; they are proved by use of Cauchy’s interpolation polynomials.

For different real numbers η, ξ set 4(η, ξ) = 4f(η, ξ)
def
=
f(η)− f(ξ)

η − ξ . Let

us call a sequence a < ξ1 < η1 < . . . < ξm < ηm < b an even partition of (a, b) of
degree m.

Lemma 1.2. For a function f : (a, b)→ R the following conditions are equiva-
lent:

1. f is n-monotonic.

2. For each even partition of (a, b) of degree m = 1, . . . , n one has

(∗) det (4f(ηj, ξk))j,k=1,...,m ≥ 0.

The cases of low order illustrate the situation:

Remark 1.3. (i) The Case n = 1: (∗) consists of only one inequality, namely
4(η1, ξ1) ≥ 0, so we get that monotonicity of order 1 is no more than usual
monotonicity for real functions.
(ii) The Case n = 2: The condition (∗) creates a pair of inequalities (m = 1, 2):
(1) 4(η1, ξ1) ≥ 0, ξ1 6= η1

(2) det

( 4(η1, ξ1) 4(η1, ξ2)

4(η2, ξ1) 4(η2, ξ2)

)
≥ 0,

ξj 6= ηk if j 6= k
(ξ2 − ξ1)(η2 − η1) > 0

The determinant in (2) is 411422 −412421 ≥ 0, that is

[f(η1)− f(ξ1)] [f(η2)− f(ξ2)]

[f(η1)− f(ξ2)] [f(η2)− f(ξ1)]
≥ (η1 − ξ1) (η2 − ξ2)

(η1 − ξ2) (η2 − ξ1)
.

We deduce some properties for 2-monotonic functions:
a) In discussing the details of the case n = 2 we may restrict ourselves to strictly
monotonic functions: Moreover, the following holds for n-monotonic functions
f : (a, b) → R: If there exist x, y ∈ (a, b) with f(x) = f(y) then f is constant in
(a, b).
(Proof. W.l.o.g. we assume x < y and choose ξ, η such that a < x < y < ξ <

η < b. If f is 2-monotonic and (∗) holds, then det

(
4(y, x) 4(y, ξ)
4(η, x) 4(η, ξ)

)
≥ 0.

I.e., 4(y, x) · 4(η, ξ) − 4(η, x) · 4(y, ξ) ≥ 0, and by 4(y, x) = 0 we get
4(η, x) · 4(y, ξ) ≤ 0. But since f is monotonic in the usual sense (by (i)),
we know 4(η, x) ≥ 0 and 4(y, ξ) ≥ 0 such that necessarily 4(η, x) ·4(y, ξ) = 0.
This yields f(y) = f(ξ) or f(x) = f(η) for arbitrary real numbers η, ξ > y . The
analogous procedure with η, ξ < x shows that indeed f = const. in (a, b).)
b) In addition, f is continously differentiable in (a, b): Let α, β be real num-
bers such that the compact interval [α, β] ⊂ (a, b) and the difference |β − α|
is sufficiently small. Take an even partition (x1, y, x2, β) with a < α < x1 <
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y < x2 < β < b. Because f is monotonic in the usual sense (see (i)), we
know already that f is continous almost everywhere and f has continous left
and right derivative in y ∈ (a, b). Take the limits x1 ↗ y, x2 ↘ y . Then by
4(y, x1)·4(β, x2) ≥ 4(β, x1)·4(y, x2) we obtain fl

′
(y)·4(β, y) ≥ 4(β, y)·fr

′
(y)

in the limit. Since 4(β, y) > 0, we have proved fl
′
(y) ≥ fr

′
(y) for arbitrary

y ∈ (a, b). We want to show equality and note the following fact: By choosing suit-
able sequences (xn)n, (x

′
n)n with xn ↗ y, x′n ↘ y we may achieve that 4(x′n, xn)

tends to each value L in between the right and left derivative fr
′(y) ≤ L ≤ fl

′(y).
Take ξn, ξ

′
n such that in particular L = fl

′(y). Then by (∗) we get the following in-
equality 0 ≤ limn→∞ [4(y, ξn)·4(β, ξ′n)−4(β, ξn)·4(y, ξ′n)] = fl

′(y)fr
′(y)− L2 .

For L = fl
′(y) > 0 this yields fr

′(y) ≥ fl
′(y), and we have proved the asserted

equality. So f is continously differentiable on (a, b), which implies that f is
Lipschitz-continous on each compact subset of (a, b).

We have just seen that 2-monotonicity implies that the function is conti-
nously differentiable. For arbitrary n ∈ N, n ≥ 2, one can prove the following (see
[4], p. 213 f)

Corollary 1.4. If for n ≥ 2 f is n-monotonic in (a, b) then f ∈ C2n−3(a, b),
and f (2n−2) is bounded on every compact subinterval in (a, b). Further, f is the
limit of a series of n-monotonic functions from C2n−1(a, b) converging uniformly
on compact subsets of (a, b).

In the proof, Loewner uses higher difference quotients. We note the follow-
ing useful

Lemma 1.5. For a rational function g: (a, b) → R, x 7→ 1
α−x , α 6∈ (a, b), the

n-th difference quotient looks as follows

4g
n(ω1, . . . , ωn+1) =

1

(α− ω1) · · · (α− ωn+1)
,

where a < ω1 < ω2 < . . . < ωn+1 < b is a partition of (a, b).

Proof. We show the assumption for n = 1, 2, the rest follows by induction:
n = 1:

g(ω2)− g(ω1)

ω2 − ω1
=

1
α−ω2

− 1
α−ω1

ω2 − ω1
=

1

(α− ω2)(α− ω1)
.

n = 2:

4g(ω3, ω2)−4g(ω2, ω1)

ω3 − ω1
=

1
(α−ω3)(α−ω2)

− 1
(α−ω2)(α−ω1)

ω3 − ω1

=
1

α− ω2
· g(ω3)− g(ω1)

ω3 − ω1

=
1

(α− ω3)(α− ω2)(α− ω1)
.
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We note the following relation between the n-th difference quotient and the n-th
derivative of g in x ∈ (a, b): If we take for the moment ω1 = . . . = ω2n−1 = x, we

obtain 4g
n(x) = g(n)(x)

n!
.

In the following let f be strictly increasing. We notice that 2-monotonicity
can be expressed by cross-ratios. We recall the following: Let z1, z2 , z3 , z4 be
four pointwise different complex numbers. Then the cross-ratio (z1, z2, z3, z4) is

the image of z1 under the Möbius-transformation z 7→
(
z2−z4
z2−z3

)
·
(
z−z3
z−z4

)
which takes

z2 to 1, z3 to 0, and z4 to ∞.

A 2-monotonic function 1) is monotonic in the usual sense and 2) does not
decrease the cross-ratio of any 4 naturally ordered real numbers.

But we know that the proper Möbius-transformations are the only functions
which preserve the cross-ratio, so we are led to the following

Proposition 1.6. For any invertible function f : (a, b) → (A,B) the following
conditions are equivalent:

1. f and f−1 are 2-monotonic.

2. f is a proper Möbius-transformation with real coefficients, f(x) = αx+β
γx+δ

,

where αδ − βγ > 0,− δ
γ
6∈ (a, b).

In particular, if f :R→ R is invertible, then f and f−1 are 2-monotonic iff f is
affine.

M∞ -functions

In the following discussion we use a theorem of G. Pick [11]: If F :E→ −iH+

is an analytic function mapping the open unit disc E ⊆ C into the complex
half plane of positive real parts −iH+ , the following inequality holds for every
m ∈ N, zν, zκ ∈ E:

det

(
F (zν) + F (zκ)

1− zνzκ

)

ν,κ=1,...,m

≥ 0.

Let now Mn = {f : (a, b) → (a, b) | f n-monotonic}. Then Mn is a
semigroup with respect to the composition of functions. We have already noticed
that Mn+1 ⊆ Mn holds. Taking the intersection of all these semigroups M∞ =⋂
n∈NMn , we obtain a semigroup for which we have the following characterization:

Theorem 1.7. The following statements are equivalent:

1. f is monotonic in (a, b) of arbitrarily high order.

2. f is real analytic in (a, b) and f can be extended analytically to a function
f̃ :U → C, U ⊂ C a region such that the complex upper half-plane H+ is
contained in U and f̃(H+) ⊆ H+ .
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Proof. 2. ⇒ 1. Let f̃ :U → C be complex analytic. For shorter writing,
we identify f = f̃ . We make use of the property f(H+) ⊆ f(H+) and define
µ:E → H+ , µ(z) = i z+1

−z+1
a Möbius-transformation mapping E onto H+ . (Note

that Imµ(z) = 1−|z|2
1+|z|2 > 0 for z ∈ E.) We define F :E→ −iH+ as the composition

F :E µ→ H+ f→ H+ w 7→−iw→ −iH+ and rewrite the entries in the Pick-matrix above
in terms of ζ = µ(z) from the upper half plane (z ∈ E):

1− zνzκ = 1− µ−1(ζν)µ−1(ζκ)

= 1− ζν − i
ζν + i

· ζκ − i
ζκ + i

=
2i(ζκ − ζν)

(ζν + i)(ζκ + i)

F (zν) + F (zκ) = −if(ζν) + (−if(ζκ))

= i
(
(f(ζκ)− f(ζν)

)
.

Pick’s lemma yields

0 ≤ det

(
F (zν) + F (zκ)

1− zνzκ

)

ν,κ=1,...,m

1

2m

m∏

ν=1

(ζν + i)
m∏

κ=1

(ζκ + i)·det

(
f(ζν)− f(ζκ)

ζν − ζκ

)

1

2m

m∏

ν=1

|ζν + i|2·det

(
f(ζν)− f(ζκ)

ζν − ζκ

)
.

We know that f is analytic on H+ and real analytic in (a, b), too, so if ζν, ζκ con-
verge to pairwise different real values ην , ξκ we obtain (∗) det (4f(ην, ξκ))ν,κ=1,...,n

≥ 0, and f ∈ M∞(a, b) by Lemma 1.2.

1. ⇒ 2. To prove the converse, we assume f ∈ M∞(a, b). Let [α, β] ⊆
(a, b) be a compact subinterval of (a, b) and choose an arbitrary odd partition
α ≤ ω1 < ω2 < . . . < ω2n−1 ≤ β . In a very technical proof Loewner points out
that there is exactly one rational function ρ = ρn−1 where both the denominator
and the numerator polynom have maximal degree n − 1 and which interpolates
f in the points ωj of the partition: ρ(ωj) = f(ωj) for all j = 1, . . . , 2n − 1 ([4],
pp. 194–213). ρ has the following properties: It is a rational function with only
simple poles on the real axis, αj ∈ R \ (a, b), all having negative residues. ρ can
be written in the form ρ(x) = c+ a0x+

∑n−1
j=1

aj
αj−x with real numbers aj ≥ 0 and

∏n−1
j=0 aj = 0. (The affine part c+a0x is due to the fact that if f has no poles at all

on the real axis, f must be an affine function (1.6) since f is strictly increasing,
that is injective.) We do not want to prove this statement here even though it
is at this point that the monotonicity of arbitrary high order (i.e. (∗)) comes in.
The technical details will be written down separately.

From 1.5 we know that f is C∞ in (a, b). We want to show that f
is real analytic and use the following well known criterion: A C∞ -function f
is analytic in [α, β] if (∃r > 0) (∀n ∈ N) (∀x ∈ [α, β]) |f (n)(x)| ≤ rnn!. So
we are looking for such an upper bound for f (2n−2)(x). We replace f by ρ
and compute (for an arbitrary partition (ωj)j ) the (2n − 2)-th difference quo-

tient 42n−2
ρ

def
= 42n−2

ρ (ω1, . . . , ω2n−1) of ρ, n ≥ 2. Lemma 1.5 yields 42n−2
ρ =
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∑n−1
j=1

aj
(αj−ω1)···(αj−ω2n−1)

≤ 1
d2n−3

∑n−1
j=1

aj
(αj−ω1)(αj−ω2)

where d = min{α − a, b − β}.
We observe | f(2n−2)(x)

(2n−2)!
| = |4f

2n−2(x, . . . , x)| ≤ |4ρ
2n−2(ω1, . . . , ω2n−1)| if the points

ωj lie in a sufficiently small neighbourhood of x. Since f is continously differ-
entiable in (a, b), the first difference quotient of f is bounded. Because of the
interpolation property, the same must yield for the first difference quotient of ρ
which we compute by Lemma 1.5. So we can find an upper bound C > 0 such
that

∑n−1
j=1

aj
(αj−ω1)(αj−ω2)

≤ C + 1. Taking this together we have found an upper

bound for |f (2n−2)(x)| in the form as needed in the analyticity criterion above. So
we have that the function f is analytic in (a, b).

Since ρ is a rational function with real coefficients and all poles lying on
the real axis, ρ is the restriction of a holomorphic function ρ̃:C \ {poles} → C.

We remark that ρ̃ is “positive” in the following sense: Take z ∈ H+ that
is Im z > 0. Then a + a0z ∈ H+ because a0 > 0. Also αj − z ∈ −H+ implies

1
αj−z = αj−z

|αj−z|2 ∈ H
+ (Im(−z) = Im z > 0). Now aj ≥ 0 and ρ̃ is the sum of

complex numbers in the upper half plane.

If π denotes the partition a < ω1 < . . . < ω2n−1 < b, we denote by ρπ the
interpolation function which belongs to this partition. The set Ω of all partitions
of (a, b) is a directed set with respect to the inclusion. We shall show that the
net (ρπ)π∈Ω has a subnet converging to an analytic function ϕ:U → C, where

U
def
= C \ (]−∞, a] ∪ [b,∞[). Then ϕ must be positive, too, since all the ρπ ’s

are positive. Let K ⊆ U a compact set and z ∈ K . We compute |ρ′π(z)| ≤
a0 +

∑n−1
j=1

aj
|αj−z|2 = a0 +

∑2n−1
j=1

aj
(αj−ω1)(αj−ω2)

(αj−ω1)(αj−ω2)

|αj−z|2 ≤ 4ρ(ω1, ω2)·R(z),

where R(z) = maxj=1,...,2n−1{1, (αj−ω1)(αj−ω2)

|αj−z|2 }. Since K is compact, we have

(∃C1 > 0) (∀π ∈ Ω) |ρπ(z)| ≤ C1 , i.e., ρπ is uniformly bounded on compact
subsets of U . We apply Montel’s theorem and get that the set of all ρπ is
relatively compact with respect to the topology of uniform convergence on compact
sets. Thus (ρπ)π∈Ω has a convergent subnet. That is, there is a cofinal mapping
α: J → Ω such that limj∈J ρα(j) = ϕ. Because α is cofinal, for each x ∈ (a, b)
we find an index j0 ∈ J such that j ≥ j0 implies that x belongs to the partition
α(j). Hence ϕ(x) = limk∈J ρα(k)(x) = ρα(j)(x) for j ≥ j0 . But ρα(j)(x) = f(x) for
these j since ρπ interpolates f at the points α(j) and x belongs to α(j). Thus
ϕ(x) = f(x) for x ∈ (a, b).

Examples 1.8. 1. Let µ > 0, f : (−1, 1) → R, x 7→ (x + 1)µ . It is obvious
that f is the restriction of a function C→ C which is analytic on C \ {−1}.
We have f(H+) ⊆ H+ only if 0 < µ ≤ 1. Thus f ∈ M∞ iff 0 < µ ≤ 1.

2. g: (−1, 1)→ R, g(x) = log(x + 1) is in M∞ .

3. In particular, the group of proper projective transformations (with real co-
efficients) is included in M∞ ; these are exactly the schlicht n-monotonic
functions.

We want to make sure that Mn is a subsemigroup of a Lie-group and recall
again some results from [4]. (In the very long proofs Loewner uses again properties
from Cauchy’s interpolation polynomials.)
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Theorem 1.9. 1. For f ∈ C2n−1(a, b) and ξ = (ξ1, . . . , ξn) ∈ Rn we set

the quadratic form Qf,x(ξ)
def
=

n∑

j,k=1

f (j+k−1)(x)

(j + k − 1)!
ξjξk . Then the following

equivalence holds:
f ∈ Mn ⇔ (∀x ∈ (a, b)) Qf,x(ξ) ≥ 0 and f((a, b)) ⊆ (a, b).

2. Let x0 ∈ (a, b) and a = (a1, . . . , a2n−1) ∈ R2n−1 be real numbers, such that

the quadratic form Qa(ξ)
def
=
∑n
j,k=1 aj+k−1ξjξk is non-negative. Then there

is an n-monotonic function f ∈ C2n−1 such that the relation 1
j!
f (j)(x0) = aj

holds for all j = 1, . . . , 2n− 1.

2. The set of n-monotonic functions as a subsemigroup of a Lie-group

We shall from now on concentrate on the case (a, b) = (−1, 1), f(0) = 0. As
a consequence of the preceding section we have that a function f : (−1, 1)→ (−1, 1)
is n-monotonic iff f ∈ C2n−1(−1, 1) (w.l.o.g.) and the quadratic form Qf,x(ξ) is
non-negative for every x ∈ (−1, 1). We compute the Taylor coefficients cj of g◦f ∈
C2n−1(−1, 1) for f, g ∈ C2n−1(−1, 1), both n-monotonic with f(0) = g(0) = 0,

mapping the interval (−1, 1) into itself. We set aj = f(j)(x)
j!

, bj = g(j)(f(x))
j!

, j =
1, . . . , 2n− 1 and get

c1 = (g(f(x))
′

= a1b1

c2 = (g(f(x))(2) = a1b2 + a2b1
2

c3 = = a1b3 + 2a2b1b2 + a3b1
3

...

c2n−1 = a1b2n−1 + · · ·+ ak
∑

ν1+···+νk
=2n−1

(bν1bν2 . . . bνk) + · · ·+ a2n−1b1
2n−1

We define the set Γ2n−1 as the set of vectors (a1, . . . , a2n−1) ∈ R2n−1 with first entry
a1 > 0. We also note that the Taylor coefficients a1 > 0, b1 > 0 because every
n-monotonic function which is not constant, is strictly monotonically increasing
(1.3). The equations above define a monoid operation.

In order to understand the algebraic background of this set-up we discuss
the algebra of formal power series.

The power series algebra

Definition 2.1. Let A = R[[X]] denote the algebra of formal power series over
the reals, let An ≤ A, n ∈ N, be the ideal of all such power series with vanishing
coeffients a0, . . . , an−1 . We have An = {∑∞j=n ajXj : an, an+1 . . . ∈ R} and obtain
a filtration A = A0 ⊇ A1 ⊇ A2 ⊇ · · · of A.

If we set Kn = A/An , we get an n-dimensional algebra of polynomials
∑n−1
j=0 ajξ

j
n

with ξn = X + An . We note some properties of the algebras we have defined:
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Remark 2.2. (i) With respect to the topology generated by the filter basis
{An : n = 0, 1, . . .} as a basis for the 0-neighbourhoods, A is a complete topolog-
ical algebra.
(ii) With this topology, A is the projective limit lim← of the inverse system

K1 f1← K2 f2← · · ·Kn πn← A.

Since A is a filtered complete topological algebra, for every q ∈ A1 there
is a unique contractive morphism ϕ(q) : K[[X]] → A with ϕ(q)(X) = q . We
shall write p(q) or p ◦ q instead of ϕ(p)(q), where ◦ denotes the operation of
composition.

Lemma 2.3. (i) The monoid E = Hom(A,A) of continous algebra endomor-
phisms of A has a filtration given by En = {α ∈ E : α(X) ∈ An} and satisfying
EmEn ⊆ Em+n .
(ii) An endomorphism α ∈ Hom(A,A) is an automorphism iff α(X) = a1X +
a2X

2 + · · · with a1 6= 0. Thus AutA is a subset of the monoid E1 .

If p and q are power series without absolute term, we can compose the two series.
For such power series we have the following

Proposition 2.4. (i) The set (A1, ·) of power series without absolute term a0

is a monoid with respect to the operation (p, q) 7→ p(q) with identity X .
(ii) The group of units of (A1, ·), say G, is exactly the set of all a1X + a2X

2 + . . .
with a1 6= 0.

Proof. (i) We show that the function ϕ:A1 → Hom(A,A) is a bijective map
satisfying ϕ(q1(q2)) = (ϕ(q1) ◦ ϕ(q2)). We compute ϕ(q1(q2))(X) = q1(q2) =
ϕ(q1)(q2) = ϕ(q1)(ϕ(q2)(X)) = (ϕ(q1) ◦ ϕ(q2))(X). But the elements of
Hom(A,A) are completely determined by its image of X , so this proves the as-
serted property.
The inverse function to ϕ must associate to a continous endomorphism α ∈ E ,
α:A → A a power series from A1 . In view of ϕ(q)(X) = q(X) = q and
ϕ(α(X))(X) = α(X) we obtain ϕ(α(X)) = α such that the maps ϕ and
α 7→ α(X) are inverses of each other. This shows (i) since Hom(A,A) is a monoid.
The assumption in (ii) follows directly from Lemma 2.3 (ii).

We keep in mind that we want to find out something about the n-monotonic
functions as defined in the beginning of this paragraph. What we know about the
algebra A1 and its group of units may lead to results concerning M∞ -functions
which fix the origin. Since we are interested in n-monotonic functions for arbitrary
n ∈ N we may look for suitable finitely dimensional algebras on the formal level in
this case, too, since we have seen that f ∈ Mn may be characterised by its first
2n− 1 derivatives in 0. We note the following

Definition 2.5. Let (Kn)1 = A1/An , that is the set of all
∑n−1
j=1 ajξn

j .



May 201

Proposition 2.6. 1. The map πn : A→ Kn, πn(
∑∞
j=0 ajX

j) =
∑n−1
j=0 ajξ

j
n is

a homomorphism.

2. Pick an arbitrary element q ∈ (Kn)1 . Then there is a unique endomorphism
ϕn(q) of Kn such that ϕn(q)(ζn) = q and ϕn(πn(q)) = πn(ϕn(q)) for q ∈ A1 .
The composition (p, q) 7→ p(q) = p · q:Kn × (Kn)1 → Kn is well defined
in such a fashion that πn(p)(πn(q)) = πn(p(q)), and it provides a monoid
operation on (Kn)1

3. πn:A → Kn induces a surjective monoid morphism of (A1, ·) → ((Kn)1, ·)
with image (Kn)1 . There is a unique monoid isomorphism ϕn: ((Kn)1, ·)→
Hom(Kn, Kn) given by ϕn(q)(p) = p(q). Its inverse is given by α 7→ α(ξn).

4. The group of units Γn of (Kn)1 is the set of all
∑n−1
j=0 ajξn

j with a0 = 0
and a1 6= 0. The group Γn is isomorphic to the group of AutKn . Also
πn(ϕ(q)(Z)) = ϕn(πn(q)(ξn)).

Lie algebras associated with the power series algebra

Let DerA denote the set of all continous derivations of A. The set of all
derivations of A is a Lie-algebra under [41,42] = 4142 −4241 .

Remark 2.7. A continous derivation 4 on A is uniquely determined by 4(X).

Proof. We have 4(Xn) = nXn−14(X) since 4 is a derivation. The continuity

implies 4(
∞∑

j=0

ajX
j) = (

∞∑

j=1

jajX
j−1)4(X), and this proves the assertion.

If D is a derivation on A sending X to 1, we write p′
def
= Dp for p ∈ A. We note

the following

Lemma 2.8. Every element q ∈ A determines a unique continous derivation
δ(q):A→ A with δ(q)(X) = q , and for p =

∑∞
j=0 ajX

j we have

δ(q)(p) =



∞∑

j=0

jajX
j−1


 q = p′q.

Proposition 2.9. (i) The vector space A becomes a topological Lie-algebra with
bracket [p1, p2] = p1p

′
2 − p′1p2 .

(ii) The function δ:A → DerA is an isomorphism of topological Lie-
algebras. Its inverse function is 4 7→ 4(X).

(iii) We have for all j, k ∈ N that [X j, Xk] = (k − j)Xj+k−1 .

(iv) If q ∈ Am , then δ(q)(An) ⊆ Am+n+1 , in particular δ(A2) ⊆ E1 .

(v) A1 is a subalgebra with a flag of ideals A1 ⊇ A2 ⊇ . . . such that
Am/Am+1

∼= K . Moreover, [Am, An] ⊆ Am+n+1 .
For a sketch of the proof see [3], p. 5.
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Proposition 2.10. (i) For n = 1, 2 . . . the vector space (Kn)1 = A1/An is a
Lie-algebra with respect to the bracket [p, q] = pq ′ − p′q , and we have

[ξjn, ξ
k
n] = (k − j)ξj+k−1

n for j, k = 1, 2 . . .

In particular, [ξjn, ξ
k
n] = 0 if j + k > n.

(ii) The function πn:A1 → (Kn)1 maps the Lie-algebra A1 homomorphi-
cally onto the Lie-subalgebra (Kn)1 .

(iii) For each element q ∈ Kn there is a unique derivation δn(q):Kn → Kn

mapping ξn to q , namely, the one given by δn(q)(p) = p′q . If q ∈ (Kn)1 , then
δn(q)((Kn)1) ⊆ (Kn)1 , and vice versa. If Der1(Kn) denotes the Lie-algebra of all
derivations mapping (Kn)1 into itself then

δn: (Kn)1 → Der1(Kn), δn(q)(ξn) = q

is an isomorphism of Lie-algebras. Also πn ◦ δ = δn ◦ πn .

Proof. By Proposition 2.7 we have the following homomorphism

πn:
∞∑

j=0

ajX
j 7→

n−1∑

j=0

ajξn
j ∈ Kn,where ξn

def
= X + An.

Via πn , the n-dimensional algebra Kn is a homomorphic image of K[[X]], the
algebra of formal power series. For (i), (ii), we restrict πn to A1 and com-
pute πn(

∑∞
j=1 ajX

j) =
∑n−1
j=1 ajξn

j ∈ Kn . This yields (Kn)1 = πn(A1) =
span{ξn, . . . , ξn−1

n }, and the subalgebra (Kn)1 is a Lie-algebra as a homomor-
phic image of the Lie-algebra A1 .

For (iii), we fix q ∈ Kn and set δn(q)(p)
def
= p′q . By this definition we have

δn(q)(ξn) = q , and comparing δn(q) ◦ πn(X) = δn ◦ πn = δn(q) ◦ πn(X) = δn(q)(ξn)
with πn ◦ δ(q)(X) = πn(q) = δn(q)(ξn) we get πn ◦ δ = δn ◦ πn , since it suffices to
consider the image of X .

Applications to n-monotonic functions

We start with M∞ -functions. In view of Theorem 1.7 we know that these
functions are analytic in the interval (−1, 1) which implies that they have a
convergent power series near 0.

We recall what we found out about formal power series: The map ϕ:A1 →
Hom(A,A) which associates with q ∈ A1 the unique algebra endomorphism ϕ(q)
sending X to q is an isomorphism of monoids. Its inverse is α 7→ α(Z). G, the
group of units of A1 is isomorphic to AutA under ϕ.

Let f : (−1, 1) → (−1, 1) belong to M∞ , f(0) = 0. Let O0 denote the
space of functions which are real analytic in (−1, 1), map the latter into itself and
fix the origin. Theorem 1.7 yields f ∈ O0 , that is, there is an r > 0 such that
f(x) =

∑∞
n=1 anx

n for every x ∈ (−r, r), and
∑ |an|rn <∞.

There is a canonical way to embed O0 into the space of formal power series
without absolute term. Let ι:O0 → R[[X]], ι(f) =

∑∞
n=1 anX

n be the map which



May 203

associates to each analytic function f ∈ O0 its power series in the origin. We note
that if f, g ∈ O0 then there is an s > 0 such that f ◦ g has a convergent power
series in (−s, s), and the power series of the composed function is the composition
of the two power series of f and g . We conclude ι(f ◦ g) = ι(f) ◦ ι(g), and ι is a
homomorphism.

We conclude that M∞ is a subsemigroup of a group which is isomorphic
to the group of units of A1 , that is {a1X + a2X

2 + . . . : a1 6= 0}. The latter is
isomorphic to the group of automorphisms of A. It is a Lie-group with respect to
the ultrametric.

In the case of Mn for arbitrary n ∈ N we shall only give a sketch of our
considerations here, they will be followed by a less preliminary version later.

We summarize what we have shown: We found an isomorphism of groups
ϕn: Γn → Aut(Kn) and an isomorphism of Lie-algebras δn:Kn → Der(Kn). In
particular, Γn is a Lie-group by transport of structure which is isomorphic to
AutRn and which has the Lie-algebra Rn . It is isomorphic to the following
Lie-algebra Bn = span{ξn, . . . ξnn−1} with bracket [ξj, ξk] = (k − j)ξj+k for
j, k ≥ 1. Γn consists of polynomials

∑n−1
j=1 ajξ

j
n with a1 6= 0. Now any f ∈ Mn

determines the vector (f ′(x), . . . , f (2n−1)(x)) with first entry f ′(x) > 0. The map

f 7→
(
f ′(x), . . . , f (2n−1)(x)

)
:Mn → Γ2n is a monoid morphism. Thus Mn has a

homomorphic image in the Lie-group Γ2n .
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